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An [**american flag**](http://en.wikipedia.org/wiki/American_flag) **sort** is an efficient, [in-place](http://en.wikipedia.org/wiki/In-place) variant of [radix sort](http://en.wikipedia.org/wiki/Radix_sort) that distributes items into hundreds of [buckets](http://en.wikipedia.org/wiki/Bucket_%28computing%29). Non-comparative sorting algorithms such as radix sort and american flag sort are typically used to sort large objects such as strings, for which comparison is not a unit-time operation.[[1]](http://en.wikipedia.org/wiki/American_flag_sort#cite_note-mcilroy-0)

American flag sort iterates through the bits of the objects, considering several bits of each object at a time. For each set of bits, american flag sort makes two passes through the array of objects: first to count the number of objects that will fall in each bin, and second to place each object in its bucket. This works especially well when sorting a byte at a time, using 256 buckets. With some optimizations, it is twice as fast as [quicksort](http://en.wikipedia.org/wiki/Quicksort) for large sets of [strings](http://en.wikipedia.org/wiki/String_%28computer_science%29).[[1]](http://en.wikipedia.org/wiki/American_flag_sort#cite_note-mcilroy-0)

The name comes by [analogy](http://en.wikipedia.org/wiki/Analogy) with the [Dutch national flag problem](http://en.wikipedia.org/wiki/Dutch_national_flag_problem) in the last step: efficiently [partition](http://en.wikipedia.org/wiki/Partition_of_a_set) the array into many "stripes".

|  |
| --- |
|  |

**Algorithm**

Sorting algorithms in general sort a list of objects according to some ordering scheme. In contrast to [comparison-based sorting algorithms](http://en.wikipedia.org/wiki/Comparison_sort), such as [quicksort](http://en.wikipedia.org/wiki/Quicksort), american flag sort can only sort integers (or objects that can be interpreted as integers). In-place sorting algorithms, including american flag sort, run without allocating a significant amount of memory beyond that used by the original array. This is a significant advantage, both in memory savings and in time saved copying the array.

American flag sort works by successively dividing a list of objects into buckets based on the first digit of their base-N representation (the base used is referred to as the *radix*). When N is 2, each object can be swapped into the correct bucket by using the [Dutch national flag algorithm](http://en.wikipedia.org/wiki/Dutch_national_flag_problem). When N is larger, however, objects cannot be immediately swapped into place, because it is unknown where each bucket should begin and end. American flag sort gets around this problem by making two passes through the array. The first pass counts the number of objects that belong in each of the N buckets. The beginning and end of each bucket in the original array is then computed as the sum of sizes of preceding buckets. The second pass swaps each object into place.

American flag sort is most efficient with a radix that is a power of 2, because bit-shifting operations can be used instead of expensive logarithms to compute the value of each digit. When sorting strings, it is typical to use a radix of 256, which corresponds by sorting character-by-character.[[1]](http://en.wikipedia.org/wiki/American_flag_sort#cite_note-mcilroy-0)

**Pseudocode**

american\_flag\_sort(Array, Radix)

for each digit D:

# first pass: compute counts

Counts <- zeros(Radix)

for object X in Array:

Counts[digit D of object X in base Radix] += 1

# compute bucket offsets

Offsets <- [ sum(Counts[0..i]) for i in 1..Radix]

# swap objects into place

for object X in Array:

swap X to the bucket starting at Offsets[digit D of X in base Radix]

for each Bucket:

american\_flag\_sort(Bucket, Radix)

**Sample implementation in Python**

This example written in the Python programming language will perform american flag sort for any radix of 2 or greater. Simplicity of exposition is chosen over clever programming, and so the log function is used instead of bit shifting techniques.

def get\_radix\_val(x, digit, radix):

return int(floor(x / radix\*\*digit)) % radix

def compute\_offsets(a\_list, start, end, digit, radix):

counts = [0 for \_ in range(radix)]

for i in range(start, end):

val = get\_radix\_val(a\_list[i], digit, radix)

counts[val] += 1

offsets = [0 for \_ in range(radix)]

sum = 0

for i in range(radix):

offsets[i] = sum

sum += counts[i]

return offsets

def swap(a\_list, offsets, start, end, digit, radix):

i = start

next\_free = copy(offsets)

cur\_block = 0

while cur\_block < radix-1:

if i >= offsets[cur\_block+1]:

cur\_block += 1

continue

radix\_val = get\_radix\_val(a\_list[i], digit, radix)

if radix\_val == cur\_block:

i += 1

continue

swap\_to = next\_free[radix\_val]

a\_list[i], a\_list[swap\_to] = a\_list[swap\_to], a\_list[i]

next\_free[radix\_val] += 1

def american\_flag\_sort\_helper(a\_list, start, end, digit, radix):

offsets = compute\_offsets(a\_list, start, end, digit, radix)

swap(a\_list, offsets, start, end, digit, radix)

if digit == 0:

return

for i in range(len(offsets)-1):

american\_flag\_sort\_helper(a\_list, offsets[i], offsets[i+1], digit-1, radix)

def american\_flag\_sort(a\_list, radix):

for x in a\_list:

assert(type(x) == int)

max\_val = max(a\_list)

max\_digit = int(floor(log(max\_val, radix)))

american\_flag\_sort\_helper(a\_list, 0, len(a\_list), max\_digit, radix)
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**Bead sort** is a [natural](http://en.wikipedia.org/w/index.php?title=Natural_algorithm&action=edit&redlink=1) [sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm), developed by [Joshua J. Arulanandham](http://en.wikipedia.org/w/index.php?title=Joshua_J._Arulanandham&action=edit&redlink=1), [Cristian S. Calude](http://en.wikipedia.org/wiki/Cristian_S._Calude) and [Michael J. Dinneen](http://en.wikipedia.org/wiki/Michael_J._Dinneen) in 2002, and published in The Bulletin of the [European Association for Theoretical Computer Science](http://en.wikipedia.org/wiki/European_Association_for_Theoretical_Computer_Science). Both [digital](http://en.wikipedia.org/wiki/Digital) and [analog](http://en.wikipedia.org/wiki/Analog_computer) hardware [implementations](http://en.wikipedia.org/wiki/Implementation) of bead sort can achieve a sorting time of [*O*](http://en.wikipedia.org/wiki/Big_O_Notation)(*n*); however, the implementation of this algorithm tends to be significantly slower in [software](http://en.wikipedia.org/wiki/Software) and can only be used to sort lists of [positive integers](http://en.wikipedia.org/wiki/Positive_integer). Also, it would seem that even in the best case, the algorithm requires [*O*](http://en.wikipedia.org/wiki/Big_O_Notation)(*n2*) space.

|  |
| --- |
|  |

## Algorithm overview

The bead sort operation can be compared to the manner in which beads slide on parallel poles, such as on an [abacus](http://en.wikipedia.org/wiki/Abacus). However, each pole may have a distinct number of beads. Initially, it may be helpful to imagine the beads suspended on vertical poles. In Step 1, such an arrangement is displayed using *n=5* rows of beads on *m=4* vertical poles. The numbers to the right of each row indicate the number that the row in question represents; rows 1 and 2 are representing the positive integer 3 (because they each contain three beads) while the top row represents the positive integer 2 (as it only contains two beads).[[1]](http://en.wikipedia.org/wiki/Bead_sort#cite_note-rowconventions-0)

If we then allow the beads to fall, the rows now represent the same integers in sorted order. Row 1 contains the largest number in the set, while row *n* contains the smallest. If the above-mentioned convention of rows containing a series of beads on poles 1..*k* and leaving poles *k*+1..*m* empty has been followed, it will continue to be the case here.

The action of allowing the beads to "fall" in our physical example has allowed the larger values from the higher rows to propagate to the lower rows. If the value represented by row *a* is smaller than the value contained in row *a+1*, some of the beads from row *a+1* will fall into row *a*; this is certain to happen, as row *a* does not contain beads in those positions to stop the beads from row *a+1* from falling.

The mechanism underlying bead sort is similar to that behind [counting sort](http://en.wikipedia.org/wiki/Counting_sort); the number of beads on each pole corresponds to the number of elements with value equal or greater than the index of that pole.

**Complexity**

Bead sort can be implemented with three general levels of complexity, among others:

* [*O*](http://en.wikipedia.org/wiki/Big_O_Notation)(1): The beads are all moved simultaneously in the same time unit, as would be the case with the simple physical example above. This is an abstract complexity, and cannot be implemented in practice.
* [*O*](http://en.wikipedia.org/wiki/Big_O_Notation)(): In a realistic physical model that uses gravity, the time it takes to let the beads fall is proportional to the square root of the maximum height, which is proportional to n.
* [*O*](http://en.wikipedia.org/wiki/Big_O_Notation)(n): The beads are moved one row at a time. This is the case used in the analog and [digital hardware](http://en.wikipedia.org/wiki/Digital_hardware) solutions.
* [*O*](http://en.wikipedia.org/wiki/Big_O_Notation)(S), where S is the sum of the integers in the input set: Each bead is moved individually. This is the case when bead sort is implemented without a mechanism to assist in finding empty spaces below the beads, such as in software implementations.

Like the [Pigeonhole sort](http://en.wikipedia.org/wiki/Pigeonhole_sort), bead sort is unusual in that it can perform faster than [*O*](http://en.wikipedia.org/wiki/Big_O_Notation)(*n*[log](http://en.wikipedia.org/wiki/Logarithm)*n*), the fastest performance possible for a [comparison sort](http://en.wikipedia.org/wiki/Comparison_sort). This is possible because the key for a bead sort is always a positive integer and bead sort exploits its structure.

**References and notes**

1. [**^**](http://en.wikipedia.org/wiki/Bead_sort#cite_ref-rowconventions_0-0) By convention, a row representing the positive integer *k* should have beads on poles 1..*k* and poles *k*+1..*m* should be empty. This is not a strict requirement, but will most likely simplify implementation.
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| Bogosort | |
| **Class** | [Sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm) |
| **Data structure** | [Array](http://en.wikipedia.org/wiki/Array_data_structure) |
| [**Worst case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | Unbounded[[1]](http://en.wikipedia.org/wiki/Bogosort#cite_note-Fun07-1) |
| [**Best case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | *Ω*(n)[[1]](http://en.wikipedia.org/wiki/Bogosort#cite_note-Fun07-1) |
| [**Average case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | *O*(n × n!)[[1]](http://en.wikipedia.org/wiki/Bogosort#cite_note-Fun07-1) |
| [**Worst case space complexity**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) |  |

In [computer science](http://en.wikipedia.org/wiki/Computer_science), **bogosort**[[1]](http://en.wikipedia.org/wiki/Bogosort" \l "cite_note-Fun07-1)[[2]](http://en.wikipedia.org/wiki/Bogosort#cite_note-KSFS-2) (also **stupid sort**[[3]](http://en.wikipedia.org/wiki/Bogosort#cite_note-3) or **slowsort**[[4]](http://en.wikipedia.org/wiki/Bogosort" \l "cite_note-Naish86-4)[[5]](http://en.wikipedia.org/wiki/Bogosort#cite_note-Naish95-5)) is a particularly ineffective [sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm) based on the [generate and test](http://en.wikipedia.org/wiki/Trial_and_error) paradigm. It is not useful for sorting, but may be used for educational purposes, to contrast it with other more realistic algorithms; it has also been used as an example in [logic programming](http://en.wikipedia.org/wiki/Logic_programming).[[2]](http://en.wikipedia.org/wiki/Bogosort#cite_note-KSFS-2)[[4]](http://en.wikipedia.org/wiki/Bogosort#cite_note-Naish86-4)[[5]](http://en.wikipedia.org/wiki/Bogosort#cite_note-Naish95-5) If bogosort were used to sort a [deck of cards](http://en.wikipedia.org/wiki/Deck_of_cards), it would consist of checking if the deck were in order, and if it were not, throwing the deck into the air, picking the cards up at random, and repeating the process until the deck is sorted. Its name comes from the word *bogus*.

|  |
| --- |
|  |

**Description of the algorithm**

Following is a description of the algorithm in [pseudocode](http://en.wikipedia.org/wiki/Pseudocode).

**Pseudocode**

**while not** isInOrder(deck):

shuffle(deck)

**Running time and termination**

This [sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm) is probabilistic in nature. If all elements to be sorted are distinct, the expected number of comparisons in the average case is [asymptotically equivalent to](http://en.wikipedia.org/wiki/Asymptotic_analysis) , and the expected number of swaps in the average case equals .[[1]](http://en.wikipedia.org/wiki/Bogosort#cite_note-Fun07-1) The expected number of swaps grows faster than the expected number of comparisons, because if the elements are not in order, this will usually be discovered after only a few comparisons no matter how many elements there are, but the work of shuffling the collection is proportional to its size. In the worst case, the number of comparisons and swaps are both unbounded, for the same reason that a tossed coin might turn up heads any number of times in a row.

The best case occurs if the list as given is already sorted; in this case the expected number of comparisons is , and no swaps at all are carried out.[[1]](http://en.wikipedia.org/wiki/Bogosort#cite_note-Fun07-1)

For any collection of fixed size, the expected running time of the algorithm is finite for much the same reason that the [infinite monkey theorem](http://en.wikipedia.org/wiki/Infinite_monkey_theorem) holds: there is some probability of getting the right permutation, so given an unbounded number of tries it will [almost surely](http://en.wikipedia.org/wiki/Almost_surely) eventually be chosen. However, if a [pseudorandom number generator](http://en.wikipedia.org/wiki/Pseudorandom_number_generator) is used in place of a random source, it may never terminate, since these exhibit long-term cyclic behavior.[*[citation needed](http://en.wikipedia.org/wiki/Wikipedia:Citation_needed" \o "Wikipedia:Citation needed)*]

**Related algorithms**

Goro sort

is a sorting algorithm introduced in the 2011 [Google Code Jam](http://en.wikipedia.org/wiki/Google_Code_Jam).[[6]](http://en.wikipedia.org/wiki/Bogosort#cite_note-6) As long as the list is not in order, a subset of all elements is randomly permuted. If this subset is optimally chosen each time this is performed, the [expected value](http://en.wikipedia.org/wiki/Expected_value) of the total number of times this operation needs to be done is equal to the number of misplaced elements.

Bozo sort

is another sorting algorithm based on random numbers. If the list is not in order, it picks two items at random and swaps them, then checks to see if the list is sorted. The running time analysis of Bozo Sort is more difficult, but some estimates are found in H. Gruber's analysis of perversely awful randomized sorting algorithms.[[1]](http://en.wikipedia.org/wiki/Bogosort#cite_note-Fun07-1) O(n!) is found to be the expected average case.

Quantum bogosort

An [in-joke](http://en.wikipedia.org/wiki/In-joke) among some computer scientists is that [quantum computing](http://en.wikipedia.org/wiki/Quantum_computing) could be used to effectively implement a bogosort with a time complexity of O(n). It uses true quantum randomness to randomly permute the list. The list is then inspected, and if it is not in order, the universe is destroyed. By the [many-worlds interpretation](http://en.wikipedia.org/wiki/Many-worlds_interpretation) of quantum physics, the quantum randomization spawns (where N is the number of random bits) universes and one of these will be such that this single shuffle had produced the list in sorted order.

**See also**

* [Las Vegas algorithm](http://en.wikipedia.org/wiki/Las_Vegas_algorithm)
* [Stooge sort](http://en.wikipedia.org/wiki/Stooge_sort)
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**4.** CartesianTreeSort

 \* File: CartesianTreeSort.hh  
 \* Author: Keith Schwarz (htiek@cs.stanford.edu)  
 \*  
 \* An implementation of a sort-style STL algorithm that uses a Cartesian tree  
 \* sort.  Cartesian tree sort is an adaptive, out-of-place sorting algorithm  
 \* with O(n) best-case behavior, O(n lg n) worst-case behavior, and O(n)  
 \* memory usage.  
 \*  
 \* A Cartesian tree is a tree created from a set of data that obeys the  
 \* following structural invariants:  
 \*  
 \* 1. The tree obeys in the min (or max) heap property - each node is less (or  
 \*    greater) than its children.  
 \* 2. An inorder traversal of the nodes yields the values in the same order in  
 \*    which they appear in the initial sequence.  
 \*  
 \* It's easy to see that this tree is unique by a quick induction on the size  
 \* of the input sequence.  As a base case, if the input sequence is empty,  
 \* then the empty tree is the unique Cartesian tree over that sequence.  For  
 \* the inductive case, assume that for all trees containing n' < n elements,  
 \* there is a unique Cartesian tree for each sequence of n' nodes.  Now take  
 \* any sequence of n elements.  Because a Cartesian tree is a min-heap, the  
 \* smallest element of the sequence must be the root of the Cartesian tree.  
 \* Because an inorder traversal of the elements must yield the input sequence,  
 \* we know that all nodes to the left of the min element must be in its left  
 \* subtree and similarly for the nodes to the right.  Since the left and right  
 \* subtree are both Cartesian trees with at most n - 1 elements in them (since  
 \* the min element is at the root), by the induction hypothesis there is a  
 \* unique Cartesian tree that could be the left or right subtree.  Since all  
 \* our decisions were forced, we end up with a unique tree, completing the  
 \* induction.  
 \*  
 \* An interesting note is that Cartesian trees are not necessarily height-  
 \* balanced.  In particular, any sequence in sorted or reverse-sorted order  
 \* will have a Cartesian tree that degrades to a linked list.  For example:  
 \*  
 \*                                    1 2 3 4 5  
 \*  
 \* has the following Cartesian tree:  
 \*  
 \*                                1  
 \*                                 \  
 \*                                  2  
 \*                                   \  
 \*                                    3  
 \*                                     \  
 \*                                      4  
 \*                                       \  
 \*                                        5  
 \*  
 \* In general, these Cartesian trees have height O(n).  
 \*  
 \* Interestingly, it's possible to build a Cartesian tree from a sequence of  
 \* data in linear time.  The algorithm as follows.  Beginning with the empty  
 \* tree, scan across the sequence from the left to the right adding new nodes  
 \* as follows:  
 \*  
 \* 1. Position the node as the right child of the rightmost node.  
 \* 2. Scan upward from the node's parent up to the root of the tree until a  
 \*    node is found whose value is less than the current value.  
 \* 3. If such a node is found, set its right child to be the new node, and  
 \*    set the new node's left child to be the previous right child.  
 \* 4. If no such node is found, set the new child to be the root, and set the  
 \*    new node's left child to be the previous tree.  
 \*  
 \* At first, this algorithm might not seem to run in linear time.  After all,  
 \* if the tree can become so imbalanced that it has height O(n) and we're  
 \* doing O(n) insertions, then it seems like the runtime should be O(n^2).  
 \* This bound is correct, but it isn't tight.  In particular, we can show that  
 \* the amortized cost of any insert is O(1), giving the net operations a total  
 \* runtime of O(n).  Define the potential of the tree to be the number of  
 \* nodes in its right spine.  The actual cost of any insertion is O(k), where  
 \* k is the number of nodes we considered on the way up from the rightmost  
 \* node to the node's new parent.  However, after we find where the node  
 \* belonds, we change the tree by moving k - 1 nodes into the left subtree of  
 \* the newly-inserted node.  This means that the tree's potential decreases by  
 \* k - 1.  We then increase the number of nodes in the right spine by one by  
 \* adding the new node there.  This means that the change in potential is  
 \* 1 - (k - 1) = 2 - k, giving an amortized cost of k + 2 - k = 2 = O(1) as  
 \* requested.  
 \*  
 \* Once we have built a Cartesian tree from a range of elements, we can sort  
 \* that range efficiently using a modified version of heapsort.  Construct a  
 \* binary heap that holds nodes in Cartesian trees and initialize it to the  
 \* root of the Cartesian tree.  Then, until the heap is empty, continuously  
 \* dequeue an element from the heap, add its root element to the next spot in  
 \* the sorted sequence, and then add the node's children to the heap.  This  
 \* visits each node in the sequence once, never visits a node until all of  
 \* its parents in the heap are visited, and visits the exposed roots in sorted  
 \* order.  This guarantees that the nodes come back sorted.  To see why,  
 \* suppose for the sake of contradiction two nodes come back out of order.  
 \* Call these nodes A and B with A > B.  Since the Cartesian tree is a min-  
 \* heap, B must not be an ancestor of A.  Since A came back first, B must not  
 \* have been an exposed root, or it would have come out of the heap before A.  
 \* But since B is not exposed, one of its ancestors must still be in the heap,  
 \* and since its ancestor has a value no greater than B's it would have come  
 \* out of the heap before A, a contradiction.  
 \*  
 \* Let's now consider the runtime of this phase.  We know that we will be  
 \* making O(n) insertions and dequeues from the binary heap, so each operation  
 \* takes at most O(lg n) time.  This gives us a worst-case runtime of  
 \* O(n lg n), matching the runtime guarantee of heapsort.  However, this bound  
 \* may not be tight.  In particular, suppose that our Cartesian tree is the  
 \* degenerate linked list described above.  Then initially the queue will have  
 \* exactly one element in it, and every time we dequeue the node and add its  
 \* children we'll only add a singleton node to the queue.  This means that the  
 \* queue will always have exactly one element in it, and so all the heap  
 \* operations will take O(1) time for a net runtime of O(n).  In fact, in any  
 \* Cartesian tree where each node has one child, we'll get this runtime.  
 \*  
 \* The interesting part about this algorithm is that it's possible to  
 \* explicitly quantify how much faster than O(n lg n) the algorithm will run  
 \* by using a measure called oscillation.  For any element x in the input  
 \* sequence, define cross(x) to be the number of adjacent pairs of entries  
 \* (y, z) in the input sequence such that either y <= x <= z or y >= x >= z.  
 \* Then we define the oscillation of the input sequence (denoted k) as the  
 \* average of cross(x) over all entries in the sequence.  It can be shown that  
 \* the overall runtime of the algorithm is O(n lg k), where k is this measure  
 \* of oscillation.  An interesting detail is that if the input is broken down  
 \* into S different sorted subsequences, k = O(S).  Consequently, if the  
 \* number of sorted subsequences in the input sequence is small (say, O(1)),  
 \* the algorithm will run in o(n lg n) time.  This result is due to the paper  
 \* "Heapsort, Adapted for Presorted Files," which first introduced Cartesian  
 \* tree sort.  Because the first step of the algorithm (building up the  
 \* Cartesian tree) runs in O(n), the overall runtime of the algorithm is  
 \* O(n lg k), which is at best O(n) and at worst O(n lg n).  
 \*/  
  
#ifndef CartesianTreeSort\_Included  
#define CartesianTreeSort\_Included  
  
/\*\*  
 \* void CartesianTreeSort(ForwardIterator begin, ForwardIterator end);  
 \* Usage: CartesianTreeSort(v.begin(), v.end());  
 \* ---------------------------------------------------------------------------  
 \* Sorts the range [begin, end) into ascending order according to the default  
 \* ordering using the Cartesian tree sort algorithm.  
 \*/  
template <typename ForwardIterator>  
void CartesianTreeSort(ForwardIterator begin, ForwardIterator end);  
  
/\*\*  
 \* void CartesianTreeSort(ForwardIterator begin, ForwardIterator end,  
 \*                        Comparator comp);  
 \* Usage: CartesianTreeSort(v.begin(), v.end(), std::greater<int>());  
 \* ---------------------------------------------------------------------------  
 \* Sorts the range [begin, end) into ascending order according to specified  
 \* comparator using the Cartesian tree sort algorithm.  
 \*/  
template <typename ForwardIterator, typename Comparator>  
void CartesianTreeSort(ForwardIterator begin, ForwardIterator end,  
                       Comparator comp);  
  
/\* \* \* \* \* Implementation Below This Point \* \* \* \* \*/  
#include <iterator>   // For iterator\_traits  
#include <functional> // For less  
#include <memory>     // For auto\_ptr  
#include <stack>  
#include <queue>  
#include <vector>  
  
namespace cartesiantreesort\_detail {  
  /\* A utility struct representing a node in a Cartesian tree. \*/  
  template <typename T> struct Node {  
    const T value;      // The node's value  
    Node\* left, \*right; // Pointers to the proper subtrees  
  
    /\* Constructor: Node(const T& value);  
     \* Usage: Node\* node = new Node(value);  
     \* -----------------------------------------------------------------------  
     \* Constructs a new Node having the specified value and no children.  
     \*/  
    explicit Node(const T& value) : value(value) {  
      /\* Initially this node is isolated. \*/  
      left = right = NULL;  
    }  
  
    /\* Destructor: ~Node();  
     \* Usage: (implicit)  
     \* -----------------------------------------------------------------------  
     \* Deallocates the tree rooted at this Node.  
     \*/  
    ~Node() {  
      delete left;  
      delete right;  
    }  
  };  
  
  /\* Node<T>\* MakeCartesianTree(InputIterator begin, InputIterator end,  
   \*                            Comparator comp);  
   \* Usage: Node<T>\* tree = MakeCartesianTree(begin, end, comp);  
   \* -------------------------------------------------------------------------  
   \* Constructs and returns a Cartesian tree containing the specified values  
   \* and sorted as a min-heap with respect to the given comparator.  The  
   \* return type of this function is a bit messy because it has to introspect  
   \* on the iterator type to figure out what's being stored.  
   \*/  
  template <typename InputIterator, typename Comparator>  
  Node<typename std::iterator\_traits<InputIterator>::value\_type>\*  
  MakeCartesianTree(InputIterator begin, InputIterator end,  
                    Comparator comp) {  
    /\* For sanity's sake, typedef the type being iterated over. \*/  
    typedef typename std::iterator\_traits<InputIterator>::value\_type T;  
  
    /\* Keep track of the root of the tree, which is initially NULL because the  
     \* tree is empty.  
     \*/  
    Node<T>\* root = NULL;  
  
    /\* In addition to this, we'll maintain a stack of the nodes on the right  
     \* spine of the tree, in the order in which you would encounter them if  
     \* you marched upward from the rightmost node to the root.  
     \*/  
    std::stack< Node<T>\* > rightSpine;  
  
    /\* To avoid edge cases later on, we'll add NULL to the right spine.  This  
     \* does make some sense mathematically, since if we walk from the  
     \* rightmost node to the root and upward we'd walk off the tree at some  
     \* point.  
     \*/  
    rightSpine.push(NULL);  
  
    /\* Scan across the elements, adding them one at a time. \*/  
    for (; begin != end; ++begin) {  
      /\* Construct the new node to insert. \*/  
      Node<T>\* node = new Node<T>(\*begin);  
  
      /\* Starting at the rightmost node, walk upward along the right spine  
       \* until we find a node that can serve as the parent.  Because the spine  
       \* is never empty (NULL will always be there), we don't need to worry  
       \* about an empty stack.  
       \*/  
      Node<T>\* curr;  
      for (curr = rightSpine.top(); curr != NULL; rightSpine.pop(), curr = rightSpine.top())  
        if (comp(curr->value, node->value))  
          break;  
  
      /\* At this point, there are two cases to consider.  First, this new node  
       \* might be the new minimum.  In that case, we make it the global tree  
       \* root, and to preserve the inorder walk requirement make the old tree  
       \* its right child.  
       \*/  
      if (curr == NULL) {  
        node->left = root;  
        root = node;  
      }  
      /\* Otherwise, we need to pull the current node's right subtree so that  
       \* it's the left subtree of the current node, and then set the new node  
       \* as the right child of the current node.  
       \*/  
      else {  
        node->left = curr->right;  
        curr->right = node;  
      }  
  
      /\* This new node is now on the right spine, so we'll add it to the stack  
       \* of nodes stored there.  
       \*/  
      rightSpine.push(node);  
    }  
  
    /\* Hand back the resulting tree. \*/  
    return root;  
  }  
  
  /\* A utility comparator class that compares Node<T>\*s by the reverse of  
   \* their comparison by some comparator.  The rationale is that we will use  
   \* this comparator in a priority\_queue of Node<T>\*s, and will need some way  
   \* to ensure that the nodes are compared so that the smallest elements come  
   \* back first.  
   \*/  
  template <typename T, typename Comparator>  
  class NodeComparator {  
  public:  
    /\* Constructor: NodeComparator(Comparator comp);  
     \* Usage: NodeComparator comp(rawComp);  
     \* -----------------------------------------------------------------------  
     \* Constructs a new NodeComparator that uses the specified comparator on  
     \* the values in Node<T>\*s.  
     \*/  
    explicit NodeComparator(Comparator comp) : comp(comp) {  
      // Handled in initializer list  
    }  
  
    /\* Comparator: bool operator() (const Node<T>\* lhs, const Node<T>\* rhs) const;  
     \* Usage: comp(one, two);  
     \* -----------------------------------------------------------------------  
     \* Returns whether the first node compares at least as large as the second  
     \* node using the stored comparator.  
     \*/  
    bool operator() (const Node<T>\* lhs, const Node<T>\* rhs) const {  
      /\* Check if lhs >= rhs by seeing if lhs < rhs returns false. \*/  
      return !comp(lhs->value, rhs->value);  
    }  
  
  private:  
    Comparator comp; // The actual comparator to use  
  };  
}  
  
/\* Actual implementation of Cartesian tree sort, using a parameterized  
 \* comparator.  
 \*/  
template <typename ForwardIterator, typename Comparator>  
void CartesianTreeSort(ForwardIterator begin, ForwardIterator end,  
                       Comparator comp) {  
  /\* As an edge case, check if the input is empty.  This avoids a problem  
   \* later on in this function where we might try enqueueing a NULL tree node  
   \* into the queue.  
   \*/  
  if (begin == end) return;  
  
  /\* Grant access to our helper types and classes. \*/  
  using namespace cartesiantreesort\_detail;  
  
  /\* Again, for sanity's sake, typedef the type being iterated over. \*/  
  typedef typename std::iterator\_traits<ForwardIterator>::value\_type T;  
    
  /\* A type representing a priority queue that compares the value fields of  
   \* Cartesian tree nodes.  
   \*/  
  typedef std::priority\_queue<Node<T>\*, std::vector<Node<T>\*>,  
                              NodeComparator<T, Comparator> > PQueue;  
  
  /\* Construct a priority queue, wrapping up the comparator provided by the  
   \* client.  Due to the Most Vexing Parse, we have to parenthesize the  
   \* argument so this isn't accidentally interpreted as a function declaration.  
   \*/  
  PQueue pq((NodeComparator<T, Comparator>(comp)));  
  
  /\* Obtain a Cartesian tree over the input.  We'll store the result in a   
   \* const auto\_ptr to ensure that  
   \*  
   \* 1. The memory is reclaimed when the function exits and the auto\_ptr  
   \*    leaves scope.  
   \* 2. The memory isn't accidentally transferred elsewhere, because the  
   \*    auto\_ptr is const.  
   \*/  
  const std::auto\_ptr< Node<T> > tree(MakeCartesianTree(begin, end, comp));  
  
  /\* Initialize the priority queue to hold the Cartesian tree of the input. \*/  
  pq.push(tree.get());  
  
  /\* Now, scan across the sequence, placing the smallest known value at the  
   \* next open position and updating the queue accordingly.  
   \*/  
  for (ForwardIterator itr = begin; itr != end; ++itr) {  
    /\* Grab the next node from the queue. \*/  
    Node<T>\* curr = pq.top(); pq.pop();  
  
    /\* Store its value back into the sequence. \*/  
    \*itr = curr->value;  
  
    /\* Add any non-NULL subtrees of the current tree back into the queue. \*/  
    if (curr->left) pq.push(curr->left);  
    if (curr->right) pq.push(curr->right);  
  }  
}  
  
/\* Non-comparator version implemented in terms of the comparator version. \*/  
template <typename ForwardIterator>  
void CartesianTreeSort(ForwardIterator begin, ForwardIterator end) {  
  CartesianTreeSort(begin, end,  
                    std::less<typename std::iterator\_traits<ForwardIterator>::value\_type>());  
}

# 4(ii) Cartesian tree

A sequence of numbers and the Cartesian tree derived from them.

In [computer science](http://en.wikipedia.org/wiki/Computer_science), a **Cartesian tree** is a [binary tree](http://en.wikipedia.org/wiki/Binary_tree) derived from a sequence of numbers; it can be uniquely defined from the properties that it is [heap](http://en.wikipedia.org/wiki/Heap_%28data_structure%29)-ordered and that a [symmetric (in-order) traversal](http://en.wikipedia.org/wiki/Tree_traversal) of the tree returns the original sequence. Introduced by [Vuillemin (1980](http://en.wikipedia.org/wiki/Cartesian_tree#CITEREFVuillemin1980)) in the context of geometric [range searching](http://en.wikipedia.org/wiki/Range_searching) [data structures](http://en.wikipedia.org/wiki/Data_structure), Cartesian trees have also been used in the definition of the [treap](http://en.wikipedia.org/wiki/Treap) and [randomized binary search tree](http://en.wikipedia.org/wiki/Randomized_binary_search_tree) data structures for [binary search](http://en.wikipedia.org/wiki/Binary_search) problems. The Cartesian tree for a sequence may be constructed in [linear time](http://en.wikipedia.org/wiki/Linear_time) using a [stack](http://en.wikipedia.org/wiki/Stack_%28data_structure%29)-based algorithm for finding [all nearest smaller values](http://en.wikipedia.org/wiki/All_nearest_smaller_values) in a sequence.

|  |
| --- |
|  |

**Definition**

The Cartesian tree for a sequence of distinct numbers can be uniquely defined by the following properties:

1. The Cartesian tree for a sequence has one node for each number in the sequence. Each node is associated with a single sequence value.
2. A [symmetric (in-order) traversal](http://en.wikipedia.org/wiki/Tree_traversal) of the tree results in the original sequence. That is, the left subtree consists of the values earlier than the root in the sequence order, while the right subtree consists of the values later than the root, and a similar ordering constraint holds at each lower node of the tree.
3. The tree has the [heap property](http://en.wikipedia.org/wiki/Binary_heap): the parent of any non-root node has a smaller value than the node itself.[[1]](http://en.wikipedia.org/wiki/Cartesian_tree#cite_note-1)

Based on the heap property, the root of the tree must be the smallest number in the sequence. From this, the tree itself may also be defined recursively: the root is the minimum value of the sequence, and the left and right subtrees are the Cartesian trees for the subsequences to the left and right of the root value. Therefore, the three properties above uniquely define the Cartesian tree.

If a sequence of numbers contains repetitions, the Cartesian tree may be defined by determining a consistent tie-breaking rule (for instance, determining that the first of two equal elements is treated as the smaller of the two) before applying the above rules.

An example of a Cartesian tree is shown in the figure above.

**Range searching and lowest common ancestors**

Two-dimensional range-searching using a Cartesian tree: the bottom point (red in the figure) within a three-sided region with two vertical sides and one horizontal side (if the region is nonempty) may be found as the nearest common ancestor of the leftmost and rightmost points (the blue points in the figure) within the slab defined by the vertical region boundaries. The remaining points in the three-sided region may be found by splitting it by a vertical line through the bottom point and recursing.

Cartesian trees may be used as part of an efficient [data structure](http://en.wikipedia.org/wiki/Data_structure) for [range minimum queries](http://en.wikipedia.org/wiki/Range_Minimum_Query), a [range searching](http://en.wikipedia.org/wiki/Range_searching) problem involving queries that ask for the minimum value in a contiguous subsequence of the original sequence.[[2]](http://en.wikipedia.org/wiki/Cartesian_tree#cite_note-2) In a Cartesian tree, this minimum value may be found at the [lowest common ancestor](http://en.wikipedia.org/wiki/Lowest_common_ancestor) of the leftmost and rightmost values in the subsequence. For instance, in the subsequence (12,10,20,15) of the sequence shown in the first illustration, the minimum value of the subsequence (10) forms the lowest common ancestor of the leftmost and rightmost values (12 and 15). Because lowest common ancestors may be found in constant time per query, using a data structure that takes linear space to store and that may be constructed in linear time,[[3]](http://en.wikipedia.org/wiki/Cartesian_tree#cite_note-3) the same bounds hold for the range minimization problem.

[Bender & Farach-Colton (2000](http://en.wikipedia.org/wiki/Cartesian_tree#CITEREFBenderFarach-Colton2000)) reversed this relationship between the two data structure problems by showing that lowest common ancestors in an input tree could be solved efficiently applying a non-tree-based technique for range minimization. Their data structure uses an [Euler tour](http://en.wikipedia.org/wiki/Euler_tour) technique to transform the input tree into a sequence and then finds range minima in the resulting sequence. The sequence resulting from this transformation has a special form (adjacent numbers, representing heights of adjacent nodes in the tree, differ by ±1) which they take advantage of in their data structure; to solve the range minimization problem for sequences that do not have this special form, they use Cartesian trees to transform the range minimization problem into a lowest common ancestor problem, and then apply the Euler tour technique to transform the problem again into one of range minimization for sequences with this special form.

The same range minimization problem may also be given an alternative interpretation in terms of two dimensional range searching. A collection of finitely many points in the [Cartesian plane](http://en.wikipedia.org/wiki/Cartesian_plane) may be used to form a Cartesian tree, by sorting the points by their *x*-coordinates and using the *y*-coordinates in this order as the sequence of values from which this tree is formed. If *S* is the subset of the input points within some vertical slab defined by the inequalities *L* ≤ *x* ≤ *R*, *p* is the leftmost point in *S* (the one with minimum *x*-coordinate), and *q* is the rightmost point in *S* (the one with maximum *x*-coordinate) then the lowest common ancestor of *p* and *q* in the Cartesian tree is the bottommost point in the slab. A three-sided range query, in which the task is to list all points within a region bounded by the three inequalities *L* ≤ *x* ≤ *R* and *y* ≤ *T*, may be answered by finding this bottommost point *b*, comparing its *y*-coordinate to *T*, and (if the point lies within the three-sided region) continuing recursively in the two slabs bounded between *p* and *b* and between *b* and *q*. In this way, after the leftmost and rightmost points in the slab are identified, all points within the three-sided region may be listed in constant time per point.[[4]](http://en.wikipedia.org/wiki/Cartesian_tree#cite_note-gbt-4)

The same construction, of lowest common ancestors in a Cartesian tree, makes it possible to construct a data structure with linear space that allows the distances between pairs of points in any [ultrametric space](http://en.wikipedia.org/wiki/Ultrametric_space) to be queried in constant time per query. The distance within an ultrametric is the same as the [minimax path](http://en.wikipedia.org/wiki/Widest_path_problem) weight in the [minimum spanning tree](http://en.wikipedia.org/wiki/Minimum_spanning_tree) of the metric.[[5]](http://en.wikipedia.org/wiki/Cartesian_tree#cite_note-5) From the minimum spanning tree, one can construct a Cartesian tree, the root node of which represents the heaviest edge of the minimum spanning tree. Removing this edge partitions the minimum spanning tree into two subtrees, and Cartesian trees recursively constructed for these two subtrees form the children of the root node of the Cartesian tree. The leaves of the Cartesian tree represent points of the metric space, and the lowest common ancestor of two leaves in the Cartesian tree is the heaviest edge between those two points in the minimum spanning tree, which has weight equal to the distance between the two points. Once the minimum spanning tree has been found and its edge weights sorted, the Cartesian tree may be constructed in linear time.[[6]](http://en.wikipedia.org/wiki/Cartesian_tree#cite_note-6)

**Treaps**

*Main article:* [*Treap*](http://en.wikipedia.org/wiki/Treap)

Because a Cartesian tree is a binary tree, it is natural to use it as a [binary search tree](http://en.wikipedia.org/wiki/Binary_search_tree) for an ordered sequence of values. However, defining a Cartesian tree based on the same values that form the search keys of a binary search tree does not work well: the Cartesian tree of a sorted sequence is just a [path](http://en.wikipedia.org/wiki/Path_graph), rooted at its leftmost endpoint, and binary searching in this tree degenerates to [sequential search](http://en.wikipedia.org/wiki/Sequential_search) in the path. However, it is possible to generate more-balanced search trees by generating *priority* values for each search key that are different than the key itself, sorting the inputs by their key values, and using the corresponding sequence of priorities to generate a Cartesian tree. This construction may equivalently be viewed in the geometric framework described above, in which the *x*-coordinates of a set of points are the search keys and the *y*-coordinates are the priorities.

This idea was applied by [Seidel & Aragon (1996](http://en.wikipedia.org/wiki/Cartesian_tree#CITEREFSeidelAragon1996)), who suggested the use of random numbers as priorities. The data structure resulting from this random choice is called a [treap](http://en.wikipedia.org/wiki/Treap), due to its combination of binary search tree and binary heap features. An insertion into a treap may be performed by inserting the new key as a leaf of an existing tree, choosing a priority for it, and then performing [tree rotation](http://en.wikipedia.org/wiki/Tree_rotation) operations along a path from the node to the root of the tree to repair any violations of the heap property caused by this insertion; a deletion may similarly be performed by a constant amount of change to the tree followed by a sequence of rotations along a single path in the tree.

If the priorities of each key are chosen randomly and independently once whenever the key is inserted into the tree, the resulting Cartesian tree will have the same properties as a [random binary search tree](http://en.wikipedia.org/wiki/Random_binary_search_tree), a tree computed by inserting the keys in a randomly chosen [permutation](http://en.wikipedia.org/wiki/Permutation) starting from an empty tree, with each insertion leaving the previous tree structure unchanged and inserting the new node as a leaf of the tree. Random binary search trees had been studied for much longer, and are known to behave well as search trees (they have [logarithmic](http://en.wikipedia.org/wiki/Logarithm) depth with high probability); the same good behavior carries over to treaps. It is also possible, as suggested by Aragon and Seidel, to reprioritize frequently-accessed nodes, causing them to move towards the root of the treap and speeding up future accesses for the same keys.

**Efficient construction**

A Cartesian tree may be constructed in [linear time](http://en.wikipedia.org/wiki/Linear_time) from its input sequence. One method is to simply process the sequence values in left-to-right order, maintaining the Cartesian tree of the nodes processed so far, in a structure that allows both upwards and downwards traversal of the tree. To process each new value *x*, start at the node representing the value prior to *x* in the sequence and follow the path from this node to the root of the tree until finding a value *y* smaller than *x*. This node *y* is the parent of *x*, and the previous right child of *y* becomes the new left child of *x*. The total time for this procedure is linear, because the time spent searching for the parent *y* of each new node *x* can be [charged](http://en.wikipedia.org/wiki/Potential_method) against the number of nodes that are removed from the rightmost path in the tree.[[4]](http://en.wikipedia.org/wiki/Cartesian_tree#cite_note-gbt-4)

An alternative linear-time construction algorithm is based on the [all nearest smaller values](http://en.wikipedia.org/wiki/All_nearest_smaller_values) problem. In the input sequence, one may define the *left neighbor* of a value *x* to be the value that occurs prior to *x*, is smaller than *x*, and is closer in position to *x* than any other smaller value. The *right neighbor* is defined symmetrically. The sequence of left neighbors may be found by an algorithm that maintains a [stack](http://en.wikipedia.org/wiki/Stack_%28data_structure%29) containing a subsequence of the input. For each new sequence value *x*, the stack is popped until it is empty or its top element is smaller than *x*, and then *x* is pushed onto the stack. The left neighbor of *x* is the top element at the time *x* is pushed. The right neighbors may be found by applying the same stack algorithm to the reverse of the sequence. The parent of *x* in the Cartesian tree is either the left neighbor of *x* or the right neighbor of *x*, whichever exists and has a larger value. The left and right neighbors may also be constructed efficiently by [parallel algorithms](http://en.wikipedia.org/wiki/Parallel_algorithm), so this formulation may be used to develop efficient parallel algorithms for Cartesian tree construction.[[7]](http://en.wikipedia.org/wiki/Cartesian_tree#cite_note-7)

**Application in sorting**

Pairs of consecutive sequence values (shown as the thick red edges) that bracket a sequence value *x* (the darker blue point). The cost of including *x* in the sorted order produced by the Levcopoulos–Petersson algorithm is proportional to the [logarithm](http://en.wikipedia.org/wiki/Logarithm) of this number of bracketing pairs.

[Levcopoulos & Petersson (1989](http://en.wikipedia.org/wiki/Cartesian_tree#CITEREFLevcopoulosPetersson1989)) describe a [sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm) based on Cartesian trees. They describe the algorithm as based on a tree with the maximum at the root, but it may be modified straightforwardly to support a Cartesian tree with the convention that the minimum value is at the root. For consistency, it is this modified version of the algorithm that is described below.

The Levcopoulos–Petersson algorithm can be viewed as a version of [selection sort](http://en.wikipedia.org/wiki/Selection_sort) or [heap sort](http://en.wikipedia.org/wiki/Heap_sort) that maintains a [priority queue](http://en.wikipedia.org/wiki/Priority_queue) of candidate minima, and that at each step finds and removes the minimum value in this queue, moving this value to the end of an output sequence. In their algorithm, the priority queue consists only of elements whose parent in the Cartesian tree has already been found and removed. Thus, the algorithm consists of the following steps:

1. Construct a Cartesian tree for the input sequence
2. Initialize a priority queue, initially containing only the tree root
3. While the priority queue is non-empty:
   * Find and remove the minimum value *x* in the priority queue
   * Add *x* to the output sequence
   * Add the Cartesian tree children of *x* to the priority queue

As Levcopoulos and Petersson show, for input sequences that are already nearly sorted, the size of the priority queue will remain small, allowing this method to take advantage of the nearly-sorted input and run more quickly. Specifically, the worst-case running time of this algorithm is O(*n* log *k*), where *k* is the average, over all values *x* in the sequence, of the number of consecutive pairs of sequence values that bracket *x*. They also prove a lower bound stating that, for any *n* and *k* = ω(1), any comparison-based sorting algorithm must use Ω(*n* log *k*) comparisons for some inputs.

# 5. Cocktail sort

|  |  |
| --- | --- |
| Cocktail sort | |
|  | |
| **Class** | [Sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm) |
| **Data structure** | [Array](http://en.wikipedia.org/wiki/Array_data_structure) |
| [**Worst case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) |  |
| [**Best case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) |  |
| [**Average case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) |  |
| [**Worst case space complexity**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) |  |

**Cocktail sort**, also known as **bidirectional bubble sort**, **cocktail shaker sort**, **shaker sort** (which can also refer to a variant of [selection sort](http://en.wikipedia.org/wiki/Selection_sort)), **ripple sort**, **shuffle sort**,[[1]](http://en.wikipedia.org/wiki/Cocktail_sort#cite_note-Duhl1986-0) **shuttle sort** or **happy hour sort**, is a variation of [bubble sort](http://en.wikipedia.org/wiki/Bubble_sort) that is both a [stable](http://en.wikipedia.org/wiki/Stable_sort) [sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm) and a [comparison sort](http://en.wikipedia.org/wiki/Comparison_sort). The algorithm differs from a [bubble sort](http://en.wikipedia.org/wiki/Bubble_sort) in that it sorts in both directions on each pass through the list. This sorting algorithm is only marginally more difficult to implement than a bubble sort, and solves the problem of [turtles](http://en.wikipedia.org/wiki/Bubble_sort#Rabbits_and_turtles) in bubble sorts.

|  |
| --- |
|  |

**Pseudocode**

The simplest form of cocktail sort goes through the whole list each time:

|  |
| --- |
|  |

**procedure** cocktailSort( A **:** list of sortable items ) **defined as:**

**do**

swapped := false

**for each** i **in** 0 **to** length( A ) - 2 **do:**

**if** A[ i ] > A[ i + 1 ] **then** // test whether the two elements are in the wrong order

swap( A[ i ], A[ i + 1 ] ) // let the two elements change places

swapped := true

**end if**

**end for**

**if** swapped = false **then**

// we can exit the outer loop here if no swaps occurred.

**break do-while loop**

**end if**

swapped := false

**for each** i **in** length( A ) - 2 **to** 0 **do:**

**if** A[ i ] > A[ i + 1 ] **then**

swap( A[ i ], A[ i + 1 ] )

swapped := true

**end if**

**end for**

**while** swapped // if no elements have been swapped, then the list is sorted

**end procedure**

The first rightward pass will shift the largest element to its correct place at the end, and the following leftward pass will shift the smallest element to its correct place at the beginning. The second complete pass will shift the second largest and second smallest elements to their correct places, and so on. After *i* passes, the first *i* and the last *i* elements in the list are in their correct positions, and do not need to be checked. By shortening the part of the list that is sorted each time, the number of operations can be halved (see [bubble sort](http://en.wikipedia.org/wiki/Bubble_sort#Alternative_implementations)).

**procedure** cocktailSort( A **:** list of sortable items ) **defined as:**

// `begin` and `end` marks the first and last index to check

begin := -1

end := length( A ) - 2

**do**

swapped := false

// increases `begin` because the elements before `begin` are in correct order

begin := begin + 1

**for each** i **in** begin **to** end **do:**

**if** A[ i ] > A[ i + 1 ] **then**

swap( A[ i ], A[ i + 1 ] )

swapped := true

**end if**

**end for**

**if** swapped = false **then**

**break do-while loop**

**end if**

swapped := false

// decreases `end` because the elements after `end` are in correct order

end := end - 1

**for each** i **in** end **to** begin **do:**

**if** A[ i ] > A[ i + 1 ] **then**

swap( A[ i ], A[ i + 1 ] )

swapped := true

**end if**

**end for**

**while** swapped

**end procedure**

**Differences from bubble sort**

Cocktail sort is a slight variation of [bubble sort](http://en.wikipedia.org/wiki/Bubble_sort). It differs in that instead of repeatedly passing through the list from bottom to top, it passes alternately from bottom to top and then from top to bottom. It can achieve slightly better performance than a standard bubble sort. The reason for this is that [bubble sort](http://en.wikipedia.org/wiki/Bubble_sort) only passes through the list in one direction and therefore can only move items backward one step each iteration.

An example of a list that proves this point is the list (2,3,4,5,1), which would only need to go through one pass of cocktail sort to become sorted, but if using an ascending [bubble sort](http://en.wikipedia.org/wiki/Bubble_sort) would take four passes. However one cocktail sort pass should be counted as two bubble sort passes. Typically cocktail sort is less than two times faster than bubble sort.

Another optimization can be that the algorithm remembers where the last actual swap has been done. In the next iteration, there will be no swaps beyond this limit and the algorithm has shorter passes. As the Cocktail sort goes bidirectionally, the range of possible swaps, which is the range to be tested, will reduce per pass, thus reducing the overall running time.

**Complexity**

The complexity of cocktail sort in [big O notation](http://en.wikipedia.org/wiki/Big_O_notation) is for both the worst case and the average case, but it becomes closer to if the list is mostly ordered before applying the sorting algorithm, for example, if every element is at a position that differs at most k (k ≥ 1) from the position it is going to end up in, the complexity of cocktail sort becomes .

Cocktail sort is also briefly discussed in the book [*The Art of Computer Programming*](http://en.wikipedia.org/wiki/The_Art_of_Computer_Programming), along with similar refinements of bubble sort. In conclusion, Knuth states about bubble sort and its improvements (Knuth 1998, p. 110):

But none of these refinements leads to an algorithm better than straight insertion [that is, [insertion sort](http://en.wikipedia.org/wiki/Insertion_sort)]; and we already know that straight insertion isn't suitable for large *N*. [...] In short, the bubble sort seems to have nothing to recommend it, except a catchy name and the fact that it leads to some interesting theoretical problems.

—D. E. Knuth[[2]](http://en.wikipedia.org/wiki/Cocktail_sort" \l "cite_note-1)

# 6. Comb sort

|  |  |
| --- | --- |
| Comb sort | |
|  | |
| **Class** | [Sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm) |
| **Data structure** | [Array](http://en.wikipedia.org/wiki/Array_data_structure) |
| [**Worst case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | [[1]](http://en.wikipedia.org/wiki/Comb_sort#cite_note-1) |
| [**Best case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) |  |
| [**Average case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) |  |
| [**Worst case space complexity**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) |  |

**Comb sort** is a relatively simplistic [sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm) originally designed by [Włodzimierz Dobosiewicz](http://en.wikipedia.org/w/index.php?title=W%C5%82odzimierz_Dobosiewicz&action=edit&redlink=1) in 1980. Later it was rediscovered and popularized by [Stephen Lacey](http://en.wikipedia.org/w/index.php?title=Stephen_Lacey_%28computer_scientist%29&action=edit&redlink=1) and [Richard Box](http://en.wikipedia.org/w/index.php?title=Richard_Box&action=edit&redlink=1) with a [Byte Magazine](http://en.wikipedia.org/wiki/Byte_Magazine) [article published in April 1991](http://cs.clackamas.cc.or.us/molatore/cs260Spr03/combsort.htm). Comb sort improves on [bubble sort](http://en.wikipedia.org/wiki/Bubble_sort), and rivals algorithms like [Quicksort](http://en.wikipedia.org/wiki/Quicksort) ([visual comparison](http://scripts.franciscocharrua.com/javascript/sort-algorithms/compare.php?comb&quick)). The basic idea is to eliminate *turtles*, or small values near the end of the list, since in a bubble sort these slow the sorting down tremendously. *Rabbits*, large values around the beginning of the list, do not pose a problem in bubble sort.

In bubble sort, when any two elements are compared, they always have a *gap* (distance from each other) of 1. The basic idea of comb sort is that the gap can be much more than 1 ([Shell sort](http://en.wikipedia.org/wiki/Shell_sort) is also based on this idea, but it is a modification of [insertion sort](http://en.wikipedia.org/wiki/Insertion_sort) rather than bubble sort).

In other words, the inner loop of [bubble sort](http://en.wikipedia.org/wiki/Bubble_sort), which does the actual *swap*, is modified such that gap between swapped elements goes down (for each iteration of outer loop) in steps of shrink factor. i.e. [ input size / shrink factor, input size / shrink factor^2, input size / shrink factor^3, .... , 1 ]. Unlike in [bubble sort](http://en.wikipedia.org/wiki/Bubble_sort), where the gap is constant i.e. 1.

The gap starts out as the length of the list being sorted divided by the *shrink factor* (generally 1.3; see below), and the list is sorted with that value (rounded down to an integer if needed) as the gap. Then the gap is divided by the shrink factor again, the list is sorted with this new gap, and the process repeats until the gap is 1. At this point, comb sort continues using a gap of 1 until the list is fully sorted. The final stage of the sort is thus equivalent to a bubble sort, but by this time most turtles have been dealt with, so a bubble sort will be efficient.

|  |
| --- |
|  |

**Shrink factor**

The shrink factor has a great effect on the efficiency of comb sort. In the original article, the author suggested . A value too small slows the algorithm down because more comparisons must be made, whereas a value too large means that no comparisons will be made. Text[*[citation needed](http://en.wikipedia.org/wiki/Wikipedia:Citation_needed" \o "Wikipedia:Citation needed)*] describes an improvement to comb sort using the base value as the shrink factor (where is the [golden ratio](http://en.wikipedia.org/wiki/Golden_ratio)). It also contains a pseudocode implementation with a pre-defined gap table.

**Variations**

**Combsort11**

With a shrink factor around 1.3, there are only three possible ways for the list of gaps to end: (9, 6, 4, 3, 2, 1), (10, 7, 5, 3, 2, 1), or (11, 8, 6, 4, 3, 2, 1). Experiment shows that significant speed improvements can be made if the gap is set to 11 whenever it would otherwise become 9 or 10. This variation is called Combsort11.

If either of the sequences beginning with 9 or 10 were used, the final pass with a gap of 1 is less likely to completely sort the data, necessitating another pass with a gap of 1. The data is sorted when no swaps were done during a pass with *gap* = 1.

It is also possible to use a predefined table, to choose which gaps to use every pass.

**Combsort with different end**

Like many other sort efficient algorithms (like [quick sort](http://en.wikipedia.org/wiki/Quick_sort) or [merge sort](http://en.wikipedia.org/wiki/Merge_sort)), combsort is more effective in its earlier passes than it is during the final passes, when it resembles a [bubble sort](http://en.wikipedia.org/wiki/Bubble_sort). Combsort can be made more effective if the sorting method is changed once the gaps reach numbers small enough. For example, once the gap reaches a size of about 10 or smaller, stopping the combsort and doing a simple [gnome sort](http://en.wikipedia.org/wiki/Gnome_sort) or [cocktail sort](http://en.wikipedia.org/wiki/Cocktail_sort), or, even better, an [insertion sort](http://en.wikipedia.org/wiki/Insertion_sort), will increase the sort's overall efficiency.[[*citation needed*](http://en.wikipedia.org/wiki/Wikipedia:Citation_needed)]

Another advantage of this method is that there is no need to keep track of swaps during the sort passes to know if the sort should stop or not.

**Examples**

**Pseudocode**

**function** combsort(**array** input)

gap := input.size //initialize gap size

**loop until** gap = 1 **and** swapped = false

//update the gap value for a next comb. Below is an example

gap := int(gap / 1.247330950103979)

**if** gap < 1

//minimum gap is 1

gap := 1

**end if**

i := 0

swapped := false //see [bubblesort](http://en.wikipedia.org/wiki/Bubblesort) for an explanation

//a single "comb" over the input list

**loop until** i + gap >= input.size //see [shellsort](http://en.wikipedia.org/wiki/Shellsort) for similar idea

**if** input[i] > input[i+gap]

[swap](http://en.wikipedia.org/wiki/Swap_%28computer_science%29)(input[i], input[i+gap])

swapped := true // Flag a swap has occurred, so the

// list is not guaranteed sorted

**end if**

i := i + 1

**end loop**

**end loop**

**end function**

**C**

void comb\_sort(int \*input, size\_t size) {

int swap;

size\_t i, gap = size;

bool swapped = false;

while ((gap > 1) || swapped) {

if (gap > 1) {

gap = (size\_t)((double)gap / 1.247330950103979);

}

swapped = false;

for (i = 0; gap + i < size; ++i) {

if (input[i] - input[i + gap] > 0) {

swap = input[i];

input[i] = input[i + gap];

input[i + gap] = swap;

swapped = true;

}

}

}

}

# 7. Cycle sort

|  |  |
| --- | --- |
| Cycle sort | |
| Example of cycle sort sorting a list of random numbers. | |
| **Class** | [Sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm) |
| **Data structure** | [Array](http://en.wikipedia.org/wiki/Array_data_structure) |
| [**Worst case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | Θ(*n*2) |
| [**Best case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | Θ(*n*2) |
| [**Average case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | Θ(*n*2) |
| [**Worst case space complexity**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | Θ(*n*) total, Θ(*1*) auxiliary |

**Cycle sort** is an in-place, unstable [sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm), a [comparison sort](http://en.wikipedia.org/wiki/Comparison_sort) that is theoretically optimal in terms of the total number of writes to the original [array](http://en.wikipedia.org/wiki/Array_data_structure), unlike any other in-place sorting algorithm. It is based on the idea that the [permutation](http://en.wikipedia.org/wiki/Permutation) to be sorted can be factored into [cycles](http://en.wikipedia.org/wiki/Cycle_%28mathematics%29), which can individually be rotated to give a sorted result.

Unlike nearly every other sort, items are *never* written elsewhere in the array simply to push them out of the way of the action. Each value is either written zero times, if it's already in its correct position, or written one time to its correct position. This matches the minimal number of overwrites required for a completed in-place sort.

Minimizing the number of writes is useful when making writes to some huge data set is very expensive, such as with [EEPROMs](http://en.wikipedia.org/wiki/EEPROM) or [Flash memory](http://en.wikipedia.org/wiki/Flash_memory) where each write reduces the lifespan of the memory.

**Algorithm**

The following [algorithm](http://en.wikipedia.org/wiki/Algorithm) finds cycles and rotates them, giving a sorted result. Note that **range(*a*, *b*)** goes from ***a*** to ***b* ‑ 1**.

# Sort an array in place and return the number of writes.

def cycleSort(array):

writes = 0

# Loop through the array to find cycles to rotate.

for cycleStart in range(0, len(array) - 1):

item = array[cycleStart]

# Find where to put the item.

pos = cycleStart

for i in range(cycleStart + 1, len(array)):

if array[i] < item:

pos += 1

# If the item is already there, this is not a cycle.

if pos == cycleStart:

continue

# Otherwise, put the item there or right after any duplicates.

while item == array[pos]:

pos += 1

array[pos], item = item, array[pos]

writes += 1

# Rotate the rest of the cycle.

while pos != cycleStart:

# Find where to put the item.

pos = cycleStart

for i in range(cycleStart + 1, len(array)):

if array[i] < item:

pos += 1

# Put the item there or right after any duplicates.

while item == array[pos]:

pos += 1

array[pos], item = item, array[pos]

writes += 1

return writes

**Specific-situation optimizations**

When the array contains only duplicates of a relatively small number of items, a [constant-time](http://en.wikipedia.org/wiki/Time_complexity#Constant_time) [perfect hash function](http://en.wikipedia.org/wiki/Perfect_hash_function) can greatly speed up finding where to put an item[1](http://en.wikipedia.org/wiki/Cycle_sort#endnote_origpaper), turning the sort from Θ(*n*2) time to Θ(*n* + *k*) time, where *k* is the total number of hashes. The array ends up sorted in the order of the hashes, so choosing a hash function that gives you the right ordering is important.

Before the sort, create a [histogram](http://en.wikipedia.org/wiki/Histogram), sorted by hash, counting the number of occurrences of each hash in the array. Then create a table with the cumulative sum of each entry in the histogram. The cumulative sum table will then contain the position in the array of each element. The proper place of elements can then be found by a constant-time hashing and cumulative sum table lookup rather than a [linear search](http://en.wikipedia.org/wiki/Linear_search).

# 8. Flashsort

**Flashsort** is a [distribution sorting](http://en.wikipedia.org/wiki/Sorting_algorithm#Distribution_sort) algorithm showing [linear computational complexity [![O(n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAAAVBAMAAADCwWEQAAAAMFBMVEX///8WFhaKioowMDB0dHQMDAzMzMwEBAS2trYiIiLm5uZAQEBiYmJQUFCenp4AAAB4JSoOAAAAAXRSTlMAQObYZgAAARpJREFUGBlFjjFLw1AURg9tmsbGNh0dHDqIc3FwETG7gquLEH9BM4g4SZwdKoqLgwRERCcHJ1EIdLOtm4OI4B8QO4mKg99LeemFd+8534P7HkwqHWNtkojq0VidJJ8fg9dU8JSL2p2BqwxvF9y2Tc8F7p7aM0xFNvXf4TKTdRO2bIh3CCfGOiHDIiXG+zPWzTiCUq+0dio7o/xr0vUWO+BUF3mQ3VONTbqSotv5oMWS7I1Aq6n9wAjST9iW9gnaGvWvPOUF1yzsU2lqdDLMBmapN1OzwZHVNpVs6HxTCTO4hWPYD5UsQGNEcC2e0XeWh48KWRW28QfC2Pi4LizQuCkQP7FcjizpSfPFvA4smDlnpbg2gZOoqaZT/gG+zjylAiFq3wAAAABJRU5ErkJggg==)](http://en.wikipedia.org/wiki/O_notation)](http://en.wikipedia.org/wiki/O_notation)for uniformly distributed data sets and relatively little additional memory requirement. The original work was published in 1998 by Karl-Dietrich Neubert.[[1]](http://en.wikipedia.org/wiki/Flashsort#cite_note-neubert_journal-0)

|  |
| --- |
|  |

## Concept

The basic idea behind flashsort is that in a data set with a known [distribution](http://en.wikipedia.org/wiki/Probability_distribution), it is easy to immediately estimate where an element should be placed after sorting when the range of the set is known. For example, if given a uniform data set where the minimum is 1 and the maximum is 100 and 50 is an element of the set, it’s reasonable to guess that 50 would be near the middle of the set after it is sorted. This approximate location is called a class. If numbered 1 to ![m](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAAJBAMAAAAmxto/AAAAMFBMVEX///9QUFAMDAyenp4WFha2trZAQEAEBATMzMzm5uYiIiJ0dHQwMDBiYmKKiooAAAADcXHIAAAAAXRSTlMAQObYZgAAAGBJREFUCB1j4LvDt3dl754HDAzc7CcYcjawfmBgeMH/gOEIA4g1wZ6BQZuB14GBgUGKgfMHA4sAkOXLwFfAML9hAgPDVwa2AwyXOB4wMH9gYNrAcJAXaMoBBvYJDDFXGQCaWhhuOtJdRAAAAABJRU5ErkJggg==), the class of an item ![A_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAARBAMAAAAvapGNAAAAMFBMVEX///9iYmIEBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAADR3JRiAAAAAXRSTlMAQObYZgAAAHRJREFUCB1jYACBt2ASRPD8hjO5fsKZM77DmGwXfsGY3AxxMOYFhicwZgKDEZTJuWqVPwMDbwCQm8HAML+BgSEByNzAwHD+ApAGWgXE9zcwCAN56UBm/gTO5gMMyZ8OMLD7R3EwgVRAwCwYg4HB9wScvfAAAK6IGlTlBs4tAAAAAElFTkSuQmCC)is computed as:

![K(A_i) = 1+\textrm{INT}\left((m-1)\frac{A_i-A_\textrm{min}}{A_\textrm{max}-A_\textrm{min}}\right)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAXIAAAAzBAMAAAB4eZ5HAAAAMFBMVEX///8WFhZQUFAMDAx0dHTMzMwwMDDm5uaKioq2traenp5AQEAEBAQiIiJiYmIAAAA31crXAAAAAXRSTlMAQObYZgAABtRJREFUaAW9WG2IVFUYfne+7szcmdld/0nWbl/0I6TFPqBEvT8iMUvHKIVAnT6UQMuJYCGsnMA+6EdOEBGI7IVAiKJdK5VccrfCLCKbiiijcEoyKsX1Y9V1F+w9X/eec++Z670ztw7sPe/7nud9zrPnnnvvOwcg7pa342b08b3pi8QSeC0WlkCSoh043OagcWvUxMPaBH2UQaPPoZ3CE8xYnsDl3OxFHUIfFcjnhRFn/1ZUMvOsLkMfFciiJawY+zuici0+rcvQRwUyd1BY8fWpnohc6fq0JkMfdYHfuWZcVtKKyJSHBZoMfdQFDrtmXFZkyjp8q5lbH3WBBcu1Y7LWR+Upw0ZNihIdtn2IRNRN6WPwBS74IsGB1OhoH0BuAFEPkLaKwllUZL5rC8vpc5OOGZORPR+RCJUurwKUAdLrSXuC5vNoANehgLG2hsyod9EG2Fb3TaWPyrBfZScOOzkSjSWL8CEbjqnieVRQPVgWltufdE1iVV3XcM0o1haLoSUmb7oydB+OrrVSgzUFxaK5X15e9sP991rpMWvHF1tPqPKH63JGQhpMKSMyKtDmhDKTF79ECqycqUGib75RkGIAPAqF3fCxlT4P+I34qmxWFAxdohMz+yD/DdZmf7MxVqXtVYDE2axE0rvO7N7cNwL5voUws2Fses8iMnyySkGcSUkgjjECYDKIMrZU8YSTrABuiotE+W1QGhBh2ncjE+TwTWasw4e7QmO8ShukjnRJXyk5aOYxbSfWeRmAHugagGIZg2MUw5lUPPFWNHCqij8++yV/DCDZhONc+UKv8iQyQQnfZK9jT6fGNWG1m2mrZMYGoZw/AkT52zdjOqQtojxbx4TvaRJnUgnQG9xF5tvni8P+mj9GlR9tpbw4gBl4ydrYr2DZvErLkUmU9jj3iqynyof6UXnOJsrxCrwG4UwcL3UZQrpDCgSauOYtlWcmMBW3zB+E4XdK41Rp49SVLjrl5hRZ8ypRbtQR+znFMyYpVZhUufo4iiFNH6Q8QZQP1Z6tkryfaLJTpf1MXemiUw6foHJsqJy2c/SKTNlj2WU/rrmrxsLiSpWH/hUZqBy3OJx8epNNqA+QCzhV2n7i7eolrUFM0CofbirKWa2NTKnCOthj5cjKSI0qN5tSJMDMjc1LLPpo56klYwu3n+m/drouY0ukcHnkle4KCZL/glQQG2kP17DOvWqVZyZl5cZpCkemF7pr8BBolSf6Xc62Lar8s7JJRdP1cWu3f7ysWuXG1xrlyFTFQv0WKPUgSZoWgVVCR9e8NAKXOmpEaGoKic9Cmi4VCcAqp3bTK8/09s7p7SUvSPpuQfSrJI3vc77mhGkuGJPQ1Y/WSloENtFylBO7s0aUp3DHzCE0dOFtp3aju+Wy+xyKn5JcVTlhugqy47ClTJeaIGijax7LbiHKM+MotgYAt+OfVLt9iK7StLsF0jMExJUDe0IJ0xRgpXE0XSOjTqPKTcvx2zfIPi9U8JXeQI7H8I9VabR2m+2l1Si/GzHHCU5Vjkz5CVJuPEwfApeIKu+qu4G2LVRuHplfNTadQ7alTpVGa7dxD+uNl95nt75IB9JXn7p+88wIfoLR3b7pHPums/c5MqUqUKjCG38pJImx6RtwqZRYm06C7m2e/JRLglPnUZS+MeX6sQU0LDFpYO/w2GHNmD/UAmVOSFCz7jhYu2XKjucxsDhs2XrpiMSkQWJZSlrwySHDtEZlxgUCe6PiOFi7bXecKAb7iklM/uQcv5nBJ4cirxWqq0cgSL9VdiqyE9q+iSEVJk+yuGXBJ4ciqRWKvFfclnK3C5SqbjyCta1MwTKTN/tPFnBqUu+44rdEdTcVXOfO2lpYDqcmDUxoiRqyA/OiD4ZfCqcmDZxEQQ1Lape3tydaT1ZstB5TR5yaVA17PAUln9J94AF27JYmQlLQmlScqED2zn2QOnIgcaaJ6S3PF2Xq+bITh52eCsnCatICP1F5EZI2ZHroCzPU+aJxMeQ84WHzQkJtWpMm+YnKPZCpgHEo4U1mKBGVTulSYe+tyL18jz/Ww7QsgvD1kOQnKvDeb/iADO31pDKU2FPyKV1xxAPt3N1SD8XBalKinJ5LPGmZqNwc8ORylNhT0ildyGk8fIGuWQkc5oPi5FAonwVmowzPXaHmOij/Kd1cFRmHhweYERpXblyAYqMJ/S2+Y2JP4ZqLU7ovI0wSFjoaFkhwYs0PweqGZZZTB7XJAuUqL1W0wM6ChXL4fHGiYu24bvGsNYuaGfJLxd/8yp+p+lEdR/I9HVN4CfzKH/VCYvF9J0wds/qU40/F/6Jl7JhZxZ5yT+lWxzzD/0z3L9i0KlueshA0AAAAAElFTkSuQmCC)

where ![A](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAOBAMAAAACpFvcAAAALVBMVEX///8EBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAABp/7dJAAAAAXRSTlMAQObYZgAAAFhJREFUCB1jYACBO2CSgYH7FZTB+QLKaH8GYbAeeAlhcDH4QhgHGC5DGAEMimAGx8yZdmBGOANDXwGItYCBYd8BIM0NxOeAHIYwII5rYGAIeriBgc3OkwEA220SQTiSJX0AAAAASUVORK5CYII=)is the input set. The range covered by every class is equal, except the last class which includes only the maximum(s). The classification ensures that every element in a class is greater than any element in a lower class. This partially orders the data and reduces the number of inversions. Insertion sort is then applied to the classified set. As long as the data is uniformly distributed, class sizes will be consistent and insertion sort will be computationally efficient.[[1]](http://en.wikipedia.org/wiki/Flashsort#cite_note-neubert_journal-0)

## Memory efficient implementation

To execute flashsort with its low memory benefits, the algorithm does not use additional data structures to store the classes. Instead it stores the upper bounds of each class on the input array ![A](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAOBAMAAAACpFvcAAAALVBMVEX///8EBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAABp/7dJAAAAAXRSTlMAQObYZgAAAFhJREFUCB1jYACBO2CSgYH7FZTB+QLKaH8GYbAeeAlhcDH4QhgHGC5DGAEMimAGx8yZdmBGOANDXwGItYCBYd8BIM0NxOeAHIYwII5rYGAIeriBgc3OkwEA220SQTiSJX0AAAAASUVORK5CYII=)in an auxiliary vector ![L](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAOBAMAAAAGUYvhAAAALVBMVEX///8WFhbMzMx0dHRAQEAMDAzm5uaKioq2trZQUFAwMDAEBAQiIiJiYmIAAAAYVzd2AAAAAXRSTlMAQObYZgAAAFRJREFUCB1jYGC483olAwhwPAdTDLzPIDRPAITmc4DQfQUQ2i4BQq+GUAy7gDRQiOkxAwObAQMD8yMGBl4gn2sDA0MKUIp7AQNTOAMDy7kQF7kHDAAoEQ9VikMQaQAAAABJRU5ErkJggg==). These upper bounds are obtained by counting the number of elements in each class, and the upper bound of a class is the number of elements in that class and every class before it. These bounds serve as pointers into the classes.

Classification is implemented through a series of cycles, where a cycle-leader is taken from the input array ![A](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAOBAMAAAACpFvcAAAALVBMVEX///8EBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAABp/7dJAAAAAXRSTlMAQObYZgAAAFhJREFUCB1jYACBO2CSgYH7FZTB+QLKaH8GYbAeeAlhcDH4QhgHGC5DGAEMimAGx8yZdmBGOANDXwGItYCBYd8BIM0NxOeAHIYwII5rYGAIeriBgc3OkwEA220SQTiSJX0AAAAASUVORK5CYII=)and its class is calculated. The pointers in vector ![L](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAOBAMAAAAGUYvhAAAALVBMVEX///8WFhbMzMx0dHRAQEAMDAzm5uaKioq2trZQUFAwMDAEBAQiIiJiYmIAAAAYVzd2AAAAAXRSTlMAQObYZgAAAFRJREFUCB1jYGC483olAwhwPAdTDLzPIDRPAITmc4DQfQUQ2i4BQq+GUAy7gDRQiOkxAwObAQMD8yMGBl4gn2sDA0MKUIp7AQNTOAMDy7kQF7kHDAAoEQ9VikMQaQAAAABJRU5ErkJggg==)are used to insert the cycle-leader into the correct class, and the class’s pointer in ![L](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAOBAMAAAAGUYvhAAAALVBMVEX///8WFhbMzMx0dHRAQEAMDAzm5uaKioq2trZQUFAwMDAEBAQiIiJiYmIAAAAYVzd2AAAAAXRSTlMAQObYZgAAAFRJREFUCB1jYGC483olAwhwPAdTDLzPIDRPAITmc4DQfQUQ2i4BQq+GUAy7gDRQiOkxAwObAQMD8yMGBl4gn2sDA0MKUIp7AQNTOAMDy7kQF7kHDAAoEQ9VikMQaQAAAABJRU5ErkJggg==)is decremented after each insertion. Inserting the cycle-leader will evict another element from array ![A](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAOBAMAAAACpFvcAAAALVBMVEX///8EBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAABp/7dJAAAAAXRSTlMAQObYZgAAAFhJREFUCB1jYACBO2CSgYH7FZTB+QLKaH8GYbAeeAlhcDH4QhgHGC5DGAEMimAGx8yZdmBGOANDXwGItYCBYd8BIM0NxOeAHIYwII5rYGAIeriBgc3OkwEA220SQTiSJX0AAAAASUVORK5CYII=), which will be classified and inserted into another location and so on. The cycle terminates when an element is inserted into the cycle-leader’s starting location.

An element is a valid cycle-leader if it has not yet been classified. As the algorithm iterates on array ![A](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAOBAMAAAACpFvcAAAALVBMVEX///8EBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAABp/7dJAAAAAXRSTlMAQObYZgAAAFhJREFUCB1jYACBO2CSgYH7FZTB+QLKaH8GYbAeeAlhcDH4QhgHGC5DGAEMimAGx8yZdmBGOANDXwGItYCBYd8BIM0NxOeAHIYwII5rYGAIeriBgc3OkwEA220SQTiSJX0AAAAASUVORK5CYII=), previously classified elements are skipped and unclassified elements are used to initiate new cycles. It is possible to discern whether an element has been classified or not without using additional tags: An element has been classified if and only if its index is greater than the class’s pointer value in ![L](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAOBAMAAAAGUYvhAAAALVBMVEX///8WFhbMzMx0dHRAQEAMDAzm5uaKioq2trZQUFAwMDAEBAQiIiJiYmIAAAAYVzd2AAAAAXRSTlMAQObYZgAAAFRJREFUCB1jYGC483olAwhwPAdTDLzPIDRPAITmc4DQfQUQ2i4BQq+GUAy7gDRQiOkxAwObAQMD8yMGBl4gn2sDA0MKUIp7AQNTOAMDy7kQF7kHDAAoEQ9VikMQaQAAAABJRU5ErkJggg==). To prove this, consider the current index of array ![A](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAOBAMAAAACpFvcAAAALVBMVEX///8EBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAABp/7dJAAAAAXRSTlMAQObYZgAAAFhJREFUCB1jYACBO2CSgYH7FZTB+QLKaH8GYbAeeAlhcDH4QhgHGC5DGAEMimAGx8yZdmBGOANDXwGItYCBYd8BIM0NxOeAHIYwII5rYGAIeriBgc3OkwEA220SQTiSJX0AAAAASUVORK5CYII=)the algorithm is processing. Let this index be ![i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAOBAMAAAD+sXAWAAAAKlBMVEX///90dHSKiooEBAQiIiIWFhYwMDBiYmLMzMyenp7m5ua2trZQUFAAAAAjLkD+AAAAAXRSTlMAQObYZgAAADVJREFUCB1jYGA4zcDAdZMBGXCUTWBg50lgmMFawLCgdwEDwxGgrBEXA+cFRgZ2BykGDscJAOY4CR64xZ2AAAAAAElFTkSuQmCC). Elements ![A_0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABYAAAARBAMAAAArn0GwAAAAMFBMVEX///9iYmIEBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAADR3JRiAAAAAXRSTlMAQObYZgAAAH1JREFUCB1jYACBt2ASTPD8RrC5fiLYM77D2WwXfsHZ3AxxcPYFhidwdgKDEYzNuWqVPwND+vQLQIEMBob5DQwBQMjAsIGB4fwFbgcGbwYGHiD3/gbOBwwPgQqB7PwJjCB28qcDDOz+URBxoDAQANX7QFhAMgJsDoR7a/oFAOAuICgi9uO6AAAAAElFTkSuQmCC)through ![A_\textrm{i-1}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACQAAAAVBAMAAADcCFGjAAAAMFBMVEX///9iYmIEBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAADR3JRiAAAAAXRSTlMAQObYZgAAAKtJREFUGBljYACBt2ASmeD5jcwDs7l+YgjN+I4uxHbhF7oQN0McutAFhicMDPs3gIU5FoCpBAYjBoZNEKGUByAhzlWr/MFSQKJ5yQMQM4OBYX4DiAECzA9AJFDH+QsM2QkgNkSIB8i4v4Ft/QSEUDqQmT+BgRUhlPzpAAO7fxSyEFg5kEBShRB6/x/oe4iNEEHWCW1pCehCYClUVehCvOsDQULs639VgKVQCQAJGDF7lHab3QAAAABJRU5ErkJggg==)have already been classified and inserted into the correct class. Suppose that ![i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAOBAMAAAD+sXAWAAAAKlBMVEX///90dHSKiooEBAQiIiIWFhYwMDBiYmLMzMyenp7m5ua2trZQUFAAAAAjLkD+AAAAAXRSTlMAQObYZgAAADVJREFUCB1jYGA4zcDAdZMBGXCUTWBg50lgmMFawLCgdwEDwxGgrBEXA+cFRgZ2BykGDscJAOY4CR64xZ2AAAAAAElFTkSuQmCC)is greater than the current pointer to ![A_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAARBAMAAAAvapGNAAAAMFBMVEX///9iYmIEBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAADR3JRiAAAAAXRSTlMAQObYZgAAAHRJREFUCB1jYACBt2ASRPD8hjO5fsKZM77DmGwXfsGY3AxxMOYFhicwZgKDEZTJuWqVPwMDbwCQm8HAML+BgSEByNzAwHD+ApAGWgXE9zcwCAN56UBm/gTO5gMMyZ8OMLD7R3EwgVRAwCwYg4HB9wScvfAAAK6IGlTlBs4tAAAAAElFTkSuQmCC)’s class. Now suppose that the ![A_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAARBAMAAAAvapGNAAAAMFBMVEX///9iYmIEBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAADR3JRiAAAAAXRSTlMAQObYZgAAAHRJREFUCB1jYACBt2ASRPD8hjO5fsKZM77DmGwXfsGY3AxxMOYFhicwZgKDEZTJuWqVPwMDbwCQm8HAML+BgSEByNzAwHD+ApAGWgXE9zcwCAN56UBm/gTO5gMMyZ8OMLD7R3EwgVRAwCwYg4HB9wScvfAAAK6IGlTlBs4tAAAAAElFTkSuQmCC)is unclassified and could be legally inserted into the index indicated by its class pointer, which would replace a classified element in another class. This is impossible since the initial pointers of each class are their upper bounds, which ensures that the exact needed amount of space is allocated for each class on the array ![A](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAOBAMAAAACpFvcAAAALVBMVEX///8EBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAABp/7dJAAAAAXRSTlMAQObYZgAAAFhJREFUCB1jYACBO2CSgYH7FZTB+QLKaH8GYbAeeAlhcDH4QhgHGC5DGAEMimAGx8yZdmBGOANDXwGItYCBYd8BIM0NxOeAHIYwII5rYGAIeriBgc3OkwEA220SQTiSJX0AAAAASUVORK5CYII=). Therefore, every element in ![A_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAARBAMAAAAvapGNAAAAMFBMVEX///9iYmIEBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAADR3JRiAAAAAXRSTlMAQObYZgAAAHRJREFUCB1jYACBt2ASRPD8hjO5fsKZM77DmGwXfsGY3AxxMOYFhicwZgKDEZTJuWqVPwMDbwCQm8HAML+BgSEByNzAwHD+ApAGWgXE9zcwCAN56UBm/gTO5gMMyZ8OMLD7R3EwgVRAwCwYg4HB9wScvfAAAK6IGlTlBs4tAAAAAElFTkSuQmCC)’s class, including ![A_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAARBAMAAAAvapGNAAAAMFBMVEX///9iYmIEBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAADR3JRiAAAAAXRSTlMAQObYZgAAAHRJREFUCB1jYACBt2ASRPD8hjO5fsKZM77DmGwXfsGY3AxxMOYFhicwZgKDEZTJuWqVPwMDbwCQm8HAML+BgSEByNzAwHD+ApAGWgXE9zcwCAN56UBm/gTO5gMMyZ8OMLD7R3EwgVRAwCwYg4HB9wScvfAAAK6IGlTlBs4tAAAAAElFTkSuQmCC)itself, has already been classified. Also, if an element has already been classified, the class’s pointer would have been decremented below the element’s new index.[[1]](http://en.wikipedia.org/wiki/Flashsort#cite_note-neubert_journal-0)[[2]](http://en.wikipedia.org/wiki/Flashsort#cite_note-neubert_code-1)

## Performance

The only extra memory requirements are the auxiliary vector ![L](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAOBAMAAAAGUYvhAAAALVBMVEX///8WFhbMzMx0dHRAQEAMDAzm5uaKioq2trZQUFAwMDAEBAQiIiJiYmIAAAAYVzd2AAAAAXRSTlMAQObYZgAAAFRJREFUCB1jYGC483olAwhwPAdTDLzPIDRPAITmc4DQfQUQ2i4BQq+GUAy7gDRQiOkxAwObAQMD8yMGBl4gn2sDA0MKUIp7AQNTOAMDy7kQF7kHDAAoEQ9VikMQaQAAAABJRU5ErkJggg==)for storing class bounds and the constant number of other variables used.

In the ideal case of a balanced data set, each class will be approximately the same size, and sorting an individual class by itself has complexity ![O(1)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACgAAAAVBAMAAADGNLEtAAAAMFBMVEX///8WFhaKioowMDB0dHQMDAzMzMwEBAS2trYiIiLm5uZAQEBiYmJQUFCenp4AAAB4JSoOAAAAAXRSTlMAQObYZgAAAP5JREFUGBlVkLtKA0EUhj/IGjejMZbaWfgAwU5ETG9hayOsT5BUkkrW2iKi2MqAiIiNhZUobK3GzioIvoBgJSiC/mf2EnLgn/9yzlwYGJcP0o0DqWYSbJQG+ngeeYkX4Vq4E7jKiPtQbwuL8udCfV/LKzQS3JqFM+9wmUkMUnZFrArxEZya6XYYGltIj/jXeJBxbBzCM2o/ZraW2KvCe6Z7ZjY8oRkm32jpWNw3fFaTT7TaMs2vyXBqXmE3Y2J7pLPcjhrbQn77LZzAQUd+pQoXIFofPprfFEZ/D94eX9VFqeZuSqV/SAtdSwohcvY2q8Oc8nW5MGUz2CgNNOv5B2AGNk+v4CVFAAAAAElFTkSuQmCC). If the number ![m](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAAJBAMAAAAmxto/AAAAMFBMVEX///9QUFAMDAyenp4WFha2trZAQEAEBATMzMzm5uYiIiJ0dHQwMDBiYmKKiooAAAADcXHIAAAAAXRSTlMAQObYZgAAAGBJREFUCB1j4LvDt3dl754HDAzc7CcYcjawfmBgeMH/gOEIA4g1wZ6BQZuB14GBgUGKgfMHA4sAkOXLwFfAML9hAgPDVwa2AwyXOB4wMH9gYNrAcJAXaMoBBvYJDDFXGQCaWhhuOtJdRAAAAABJRU5ErkJggg==)of classes is proportional to the input set size ![n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAJBAMAAAD0ltBnAAAAMFBMVEX///8MDAy2trYWFhaenp5QUFBAQEDMzMwEBATm5uYiIiJ0dHQwMDBiYmKKiooAAADb8Dx7AAAAAXRSTlMAQObYZgAAAEhJREFUCB1j4LvDt3clAwM3x3GGVAaG5/wPGI4xMEzwZ2DoZmBgiGJg/wmkbBlYDSYwMHxiYNxwgYHlAwP/zA0M3AcY2O4yAAAFcBBtM9MGQwAAAABJRU5ErkJggg==), the running time of the final insertion sort is ![m \cdot O(1) = O(m) = O(n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAANYAAAAVBAMAAADIsQ0HAAAAMFBMVEX///9QUFAMDAyenp4WFha2trZAQEAEBATMzMzm5uYiIiJ0dHQwMDBiYmKKiooAAAADcXHIAAAAAXRSTlMAQObYZgAAAn9JREFUSA2NlT+I01Acx7/tXfOnSZo7B1EnHZxcdHG1gy6C0EEcRLiKOoiKBVEElw43KhdcRDkw6KIg0kUnxR6I3KQ9RUHwoKPg0kU5RcHvS97Le02vTX7Q39/P7/dLXxICTBU3rURTAeiS9iZoWZLTJsppYldqXkwpA5VuViqGvFYGm86hzZ28mOAg4LYBS16YQaQAPulUCeiiprX3YIDadeA2M8sx9/V1KfUk4BiFEtBqfgxj5xrVDuAJsHo+pn+OP1MUUO8a2WLI4jnl5d6AmaWW06TxY6rT/JkiASybyWKoFpt86j8SZqUXLNAku+w0n2kJYCPL0CkBddD41nj99M6roWqs/RPe0qAuMsmu+vifVwCew2gugjjsMTx7HZd7tRGDRPzfwrwZ2l2aZJclDtU6KuS4yEkAN2E0F0Bn2XgF38Mh3kLvsjtM40MURmJuTFVZoNKiAHCnbi6A3rF/EdER4ACCJgPnL1UYU7l/ENKku4K2cDNRAEYwmgugW2z/AuyBu4V5ce3ODaqwT1XZmrFLAmKXbs7vGoccce7cdQKNDh52I0ZCqk2qlQFyZ6jvlwLEGerm5AynQpUmxy8CP2H18dEZslOIxxHuPu5sMUifjV5SUEoB2M9M1mzNhKq9AXAJcyNUe1gL1Cg8A06y0R8yk+yab2W1xJEA3sNong2F9znxGLw+7AhnPmfzvLWNrwy8Nm/b1V+7J19TCeAloaw5/y6PQ9YmJ3ayFXnH3asyh5WTs3fNuBiaa5v8uH9BhevKyVnLPNtiyO/m+o1QfQNqbSNpuuZ3pAR0yuzN+Q3eTiF+arbRP3SuBNTX9KQnv+viQdlejM96MRRE+A/h/OBa7d6FeQAAAABJRU5ErkJggg==). In the worst-case scenarios where almost all the elements are in a few or one class, the complexity of the algorithm as a whole is limited by the performance of the final-step sorting method. For insertion sort, this is ![O(n^2)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADEAAAAXBAMAAABQR7oEAAAAMFBMVEX///8WFhaKioowMDB0dHQMDAzMzMwEBAS2trYiIiLm5uZAQEBiYmJQUFCenp4AAAB4JSoOAAAAAXRSTlMAQObYZgAAAUZJREFUKBVlkD9Lw3AQhh/7Nzam6Qdw6CDOxaGLiB0FBVcXoX6COog4SRydKoogTkEQUQTzBZSAW0nFxUG6dFdpJ1ER6t0vVqM9yL3Pe3dcLoGRKEZHI7W4cEnT/9f69j3c7t+WU48nLa7qCzG+RB2duYud5A62FjgPsbYgV1GjkQooqMltS3qA8bqoiWd8boTOQklNjzVTlWS1Tjx2BQ610qjRVtVoDAaQl4lPdc2QfXnBbWrpWK3s7pL+UFguswmZfJVrtWCH5NcV5n1kYtotM6sWnHvcPdHCO/TB78GGaTAR4Orlzqvp8EjOLEc72ZJ0GiG6jUmcki9qtmWkUlgVXpHnjWwtFJULanAAOyLMQLGPe6EMY56cOtduKS8KVrAjZfOlMUg+/SGFp4SzvYShmjDmxw+9FQxJdSph0gmW93u/Vm76AuoMSY8YjUyoAAAAAElFTkSuQmCC). Variations of the algorithm improve worst-case performance by using better-performing sorts such as quicksort or recursive flashsort on classes that exceed a certain size limit.[[2]](http://en.wikipedia.org/wiki/Flashsort#cite_note-neubert_code-1)[[3]](http://en.wikipedia.org/wiki/Flashsort#cite_note-2)

Choosing a value for ![m](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAAJBAMAAAAmxto/AAAAMFBMVEX///9QUFAMDAyenp4WFha2trZAQEAEBATMzMzm5uYiIiJ0dHQwMDBiYmKKiooAAAADcXHIAAAAAXRSTlMAQObYZgAAAGBJREFUCB1j4LvDt3dl754HDAzc7CcYcjawfmBgeMH/gOEIA4g1wZ6BQZuB14GBgUGKgfMHA4sAkOXLwFfAML9hAgPDVwa2AwyXOB4wMH9gYNrAcJAXaMoBBvYJDDFXGQCaWhhuOtJdRAAAAABJRU5ErkJggg==), the number of classes, trades off time spent classifying elements (high ![m](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAAJBAMAAAAmxto/AAAAMFBMVEX///9QUFAMDAyenp4WFha2trZAQEAEBATMzMzm5uYiIiJ0dHQwMDBiYmKKiooAAAADcXHIAAAAAXRSTlMAQObYZgAAAGBJREFUCB1j4LvDt3dl754HDAzc7CcYcjawfmBgeMH/gOEIA4g1wZ6BQZuB14GBgUGKgfMHA4sAkOXLwFfAML9hAgPDVwa2AwyXOB4wMH9gYNrAcJAXaMoBBvYJDDFXGQCaWhhuOtJdRAAAAABJRU5ErkJggg==)) and time spent in the final insertion sort step (low ![m](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAAJBAMAAAAmxto/AAAAMFBMVEX///9QUFAMDAyenp4WFha2trZAQEAEBATMzMzm5uYiIiJ0dHQwMDBiYmKKiooAAAADcXHIAAAAAXRSTlMAQObYZgAAAGBJREFUCB1j4LvDt3dl754HDAzc7CcYcjawfmBgeMH/gOEIA4g1wZ6BQZuB14GBgUGKgfMHA4sAkOXLwFfAML9hAgPDVwa2AwyXOB4wMH9gYNrAcJAXaMoBBvYJDDFXGQCaWhhuOtJdRAAAAABJRU5ErkJggg==)). Based on his research, Neubert found ![m=0.42n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFoAAAAPBAMAAACWxcV1AAAAMFBMVEX///9QUFAMDAyenp4WFha2trZAQEAEBATMzMzm5uYiIiJ0dHQwMDBiYmKKiooAAAADcXHIAAAAAXRSTlMAQObYZgAAAVRJREFUKBWF0r9Lw0AUB/CvtUmuhCQdnETwDxBXVzuIg1AQXB0URC1WEBxd+g9Ijy4iDgYHwS2L4KBQQcRJroKbhZtEcClIwF8Y311+1EDAt7x3731Im3sBCoNt95L+JjCz1ihEWbPDXV8fjBCGwEk2KCwmgF09MEOYQFsUqrQ5DZzq+jyEtwLPTweF+Qe4UYPKRYhSF5afKPfJvTrbv5TJMU6M9IYqHRaq1K5qBtjWHZqBMaCeOadigapML8V6kiu2Crx4kn5Ua/WUODIttGZvmt0CfBaYglNLoc6ptrnWZanZHs3GUXlHuZrT+Irf8gha32vGPijV4e7guMX//m/QDc7T7Hm9+d2AI7FIbKRGhq6/iwcmaTiMbDu0S7wCglgpEBgdUMK1M5Sq6rRo8wcCUJuv93uCmHcYwKa751h+zGu2RV+V0mOfVSuKIknM7OfNv6dfidlnsC1ucLIAAAAASUVORK5CYII=)to be optimal.

Memory-wise, flashsort avoids the overhead needed to store classes in the very similar bucketsort. For ![m=0.1n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFAAAAAPBAMAAACB51W8AAAAMFBMVEX///8MDAxQUFCenp4WFha2trZAQEAEBATMzMzm5uYiIiJ0dHQwMDBiYmKKiooAAADtteXIAAAAAXRSTlMAQObYZgAAAQxJREFUKBVjYMAKOHIvQcSnYZVGCE6cwLcAxOPwQohhZekwMBQDJTiPEVIoy8CwDGzCKazmIAT/MTAcQVPId4dv78rePQ8QioAsDqDCdJhCsAoGBm72Eww5G1g/AIXZXEAA5CoUhSAVSQwML/gfAG0BKwQbASZQFIJUHGNgmGDPwFDNwOuAUAVkoSiEqGBg0GLg/MHAooCikOE3sme0GDh+AqV9GfgKGOY3TEB2IwMweNzAWkHB48vA5ACU/srAdoDhIscDBmQADXAGBpDCrwyMGy4wMH8AUgyHeJGVMTBMbABG4fQLYIVAFfwzNzBwH2Bgn8AQcxVVIUc2MFEAFar9T5oAVMF2F1UaHw8ACQFM3JUi0I4AAAAASUVORK5CYII=)with uniform random data, flashsort is faster than heapsort for all ![n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAJBAMAAAD0ltBnAAAAMFBMVEX///8MDAy2trYWFhaenp5QUFBAQEDMzMwEBATm5uYiIiJ0dHQwMDBiYmKKiooAAADb8Dx7AAAAAXRSTlMAQObYZgAAAEhJREFUCB1j4LvDt3clAwM3x3GGVAaG5/wPGI4xMEzwZ2DoZmBgiGJg/wmkbBlYDSYwMHxiYNxwgYHlAwP/zA0M3AcY2O4yAAAFcBBtM9MGQwAAAABJRU5ErkJggg==)and faster than quicksort for ![n>80](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADkAAAAOBAMAAABnSamjAAAAMFBMVEX///8MDAy2trYWFhaenp5QUFBAQEDMzMwEBATm5uYiIiJ0dHQwMDBiYmKKiooAAADb8Dx7AAAAAXRSTlMAQObYZgAAAQZJREFUGBljYMACSq9mMjCU3Q3AIsXAwBnAMJmBU5LhFZLsdDibVYGB9QHrAQYOB7gQQ9UhGJtnA1CW8QIDVwJMBEjXLIJyuP8yMDPwP2DgMWDgu8O3dyVEuGwJVNreKJ2h/gEDWwMDN8dxhlSo6FQ7CIPn/wWo7HOgEcegsgy81mDWbcU/UNkJ/gwM3TBZhhcPgEzeDQz5FyAmM0QxsP+EyT6OBLEYgQoE+DeAXMVgy8BqMAEivfkmmC4Gkg1AHzEnMDB8YmDccAHIZ2C4vAFMMXAAg+sAJDRYPjDwzwQJcwY/gEgy8CYw8BRwioNCkvsAA9tdkLCWA1SSgeFNWjowFvYGMAAA1GRCS54cLpwAAAAASUVORK5CYII=). It becomes about as twice as fast as quicksort at ![n=10000](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFcAAAAPBAMAAABjO07FAAAAMFBMVEX///8MDAy2trYWFhaenp5QUFBAQEDMzMwEBATm5uYiIiJ0dHQwMDBiYmKKiooAAADb8Dx7AAAAAXRSTlMAQObYZgAAANNJREFUKBVjYMAGpgEFy+4GYBDY1LJbMTBwSjK8QiewqeU8BlTMeoCBwwGNwKaYgeEUAwPjBQauBDQCp2L+Bww8BmgEA98dvr0r0bUATa5/wMDWgEYwcHMcZ0gFKU42BoEFYH24FD8HWnUMrAKJwKV4gj8DQzeSOrwmM0QxsP/Eoph/A8iDqAQDgy0Dq8EEoGo0NwNDjRkUdMgEA8MnBsYNF9CMBroZLT7AXAaWDwz8MzdgKuYUB0U3KsHAfYCB7S6a2rD/qRMYyvaCEhIqgaYOLxcAsIhuex/e9n4AAAAASUVORK5CYII=).[[1]](http://en.wikipedia.org/wiki/Flashsort#cite_note-neubert_journal-0)

Due to the classification process, flashsort is not [stable](http://en.wikipedia.org/wiki/Stable_sort#Stability).

# 9. Gnome sort

|  |  |
| --- | --- |
| Gnome sort | |
| Visualisation of gnome sort. | |
| **Class** | [Sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm) |
| **Data structure** | [Array](http://en.wikipedia.org/wiki/Array_data_structure) |
| [**Worst case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(n^2) |
| [**Best case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(n) |
| [**Average case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(n^2) |
| [**Worst case space complexity**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(1)auxiliary |

**Gnome sort (Stupid sort)**, originally proposed by [Hamid Sarbazi-Azad](http://en.wikipedia.org/w/index.php?title=Hamid_Sarbazi-Azad&action=edit&redlink=1) in 2000 and called [Stupid sort](http://sina.sharif.edu/%7Eazad/stupid-sort.PDF) (not to be confused with [Bogosort](http://en.wikipedia.org/wiki/Bogosort)), and then later on described by [Dick Grune](http://en.wikipedia.org/wiki/Dick_Grune) and named "Gnome sort",[[1]](http://en.wikipedia.org/wiki/Gnome_sort#cite_note-1) is a [sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm) which is similar to [insertion sort](http://en.wikipedia.org/wiki/Insertion_sort), except that moving an element to its proper place is accomplished by a series of swaps, as in [bubble sort](http://en.wikipedia.org/wiki/Bubble_sort). It is conceptually simple, requiring no nested loops. The running time is [O](http://en.wikipedia.org/wiki/Big_O_notation)![(n^2)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACAAAAAXBAMAAACYK1DSAAAAMFBMVEX///9AQEB0dHS2trYMDAwEBASKiooWFhYiIiIwMDCenp5iYmLMzMxQUFDm5uYAAAAgETWjAAAAAXRSTlMAQObYZgAAAOVJREFUGBlNj62OwkAURg+/S1uYEpAkpAkK19VrCE+AXcePXEPCC6AJgkfAIygOWYsCh1mSZh2GoBBkA0xz29kdMXPumW8m94JZq61vOAYV5B4ilBz2lbvgtwh89ZuNHznLRFCp0tS8S2sGcNbFPBV2oMgsKY9T8XEZkZviHBJRfj6v0KPUh6/FcBuJn1EIwfsMM0mwgRtRDG9YVUmccHXTusmCJ2ITCypT9pERmt4CjslEJ/I+uD5dRxI1rD6s4fEjYkJWf9+GRiCih+oIyW7r6/p/YYUysXHvmoqeKWERc+tPOBEvlEsvwQ07T70AAAAASUVORK5CYII=), but tends towards O(*n*) if the list is initially almost sorted.[[2]](http://en.wikipedia.org/wiki/Gnome_sort#cite_note-2) In practice the algorithm can run as fast as [Insertion sort](http://en.wikipedia.org/wiki/Insertion_sort)[[*citation needed*](http://en.wikipedia.org/wiki/Wikipedia:Citation_needed)]. The average runtime is ![O(n^2)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADEAAAAXBAMAAABQR7oEAAAAMFBMVEX///8WFhaKioowMDB0dHQMDAzMzMwEBAS2trYiIiLm5uZAQEBiYmJQUFCenp4AAAB4JSoOAAAAAXRSTlMAQObYZgAAAUZJREFUKBVlkD9Lw3AQhh/7Nzam6Qdw6CDOxaGLiB0FBVcXoX6COog4SRydKoogTkEQUQTzBZSAW0nFxUG6dFdpJ1ER6t0vVqM9yL3Pe3dcLoGRKEZHI7W4cEnT/9f69j3c7t+WU48nLa7qCzG+RB2duYud5A62FjgPsbYgV1GjkQooqMltS3qA8bqoiWd8boTOQklNjzVTlWS1Tjx2BQ610qjRVtVoDAaQl4lPdc2QfXnBbWrpWK3s7pL+UFguswmZfJVrtWCH5NcV5n1kYtotM6sWnHvcPdHCO/TB78GGaTAR4Orlzqvp8EjOLEc72ZJ0GiG6jUmcki9qtmWkUlgVXpHnjWwtFJULanAAOyLMQLGPe6EMY56cOtduKS8KVrAjZfOlMUg+/SGFp4SzvYShmjDmxw+9FQxJdSph0gmW93u/Vm76AuoMSY8YjUyoAAAAAElFTkSuQmCC).

The algorithm always finds the first place where two adjacent elements are in the wrong order, and swaps them. It takes advantage of the fact that performing a swap can introduce a new out-of-order adjacent pair only right before or after the two swapped elements. It does not assume that elements forward of the current position are sorted, so it only needs to check the position directly before the swapped elements.

|  |
| --- |
|  |

## Description

Here is [pseudocode](http://en.wikipedia.org/wiki/Pseudocode) for the gnome sort using a [zero-based array](http://en.wikipedia.org/wiki/Array_data_type#Index_origin):

procedure gnomeSort(a[])

pos := 1

while pos < length(a)

if (a[pos] >= a[pos-1])

pos := pos + 1

else

swap a[pos] and a[pos-1]

if (pos > 1)

pos := pos - 1

else

pos := pos + 1

end if

end if

end while

end procedure

### Example

Given an unsorted array, a = [5, 3, 2, 4], the gnome sort would take the following steps during the while loop. The "current position" is highlighted in **bold**:

|  |  |
| --- | --- |
| **Current array** | **Action to take** |
| [5, **3**, 2, 4] | a[pos] < a[pos-1], swap: |
| [3, **5**, 2, 4] | a[pos] >= a[pos-1], increment pos: |
| [3, 5, **2**, 4] | a[pos] < a[pos-1], swap and pos > 1, decrement pos: |
| [3, **2**, 5, 4] | a[pos] < a[pos-1], swap and pos <= 1, increment pos: |
| [2, 3, **5**, 4] | a[pos] >= a[pos-1], increment pos: |
| [2, 3, 5, **4**] | a[pos] < a[pos-1], swap and pos > 1, decrement pos: |
| [2, 3, **4**, 5] | a[pos] >= a[pos-1], increment pos: |
| [2, 3, 4, **5**] | a[pos] >= a[pos-1], increment pos: |
| [2, 3, 4, 5] | pos == length(a), finished. |

## Optimization

The gnome sort may be optimized by introducing a variable to store the position before traversing back toward the beginning of the list. This would allow the "gnome" to [teleport](http://en.wikipedia.org/wiki/Teleportation) back to his previous position after moving a flower pot. With this optimization, the gnome sort would become a variant of the [insertion sort](http://en.wikipedia.org/wiki/Insertion_sort).

Here is [pseudocode](http://en.wikipedia.org/wiki/Pseudocode) for an optimized gnome sort using a [zero-based array](http://en.wikipedia.org/wiki/Array_data_type#Index_origin):

procedure optimizedGnomeSort(a[])

pos := 1

last := 0

while pos < length(a)

if (a[pos] >= a[pos-1])

if (last != 0)

pos := last

last := 0

end if

pos := pos + 1

else

swap a[pos] and a[pos-1]

if (pos > 1)

if (last == 0)

last := pos

end if

pos := pos - 1

else

pos := pos + 1

end if

end if

end while

end procedure

## C++ Implementation

This implementation uses STL vector

#include <algorithm>

#include <vector>

template <typename T>

void gnomeSort(std::vector<T> &v)

{

typename std::vector<T>::size\_type i=1;

while (i < v.size())

{

if (v[i-1] <= v[i])

++i;

else

{

std::swap(v[i-1], v[i]);

if (i > 1)

--i;

}

}}

# 10. Introsort

|  |  |
| --- | --- |
| Introsort | |
| **Class** | [Sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm) |
| **Data structure** | [Array](http://en.wikipedia.org/wiki/Array_data_structure) |
| [**Worst case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(*n* log *n*) |
| [**Average case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(*n* log *n*) |

**Introsort** or **introspective sort** is a [sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm) designed by [David Musser](http://en.wikipedia.org/wiki/David_Musser) in 1997. It begins with [quicksort](http://en.wikipedia.org/wiki/Quicksort) and switches to [Heapsort](http://en.wikipedia.org/wiki/Heapsort) when the recursion depth exceeds a level based on (the [logarithm](http://en.wikipedia.org/wiki/Logarithm) of) the number of elements being sorted. It is the best of both worlds, with a worst-case [O](http://en.wikipedia.org/wiki/Big-O_notation)(*n* log *n*) runtime and practical performance comparable to quicksort on typical data sets. Since both algorithms it uses are [comparison sorts](http://en.wikipedia.org/wiki/Comparison_sort), it too is a comparison sort.

In quicksort, one of the critical operations is choosing the pivot: the element around which the list is partitioned. The simplest pivot selection algorithm is to take the first or the last element of the list as the pivot, causing poor behavior for the case of sorted or nearly sorted input. [Niklaus Wirth](http://en.wikipedia.org/wiki/Niklaus_Wirth)'s variant uses the middle element to prevent these occurrences, degenerating to O(*n*²) for contrived sequences. The median-of-3 pivot selection algorithm takes the median of the first, middle, and last elements of the list; however, even though this performs well on many real-world inputs, it is still possible to contrive a *median-of-3 killer* list that will cause dramatic slowdown of a quicksort based on this pivot selection technique. Such inputs could potentially be exploited by an aggressor, for example by sending such a list to an Internet server for sorting as a [denial of service](http://en.wikipedia.org/wiki/Denial_of_service) attack.

Musser reported that on a median-of-3 killer sequence of 100,000 elements, introsort's running time was 1/200 that of median-of-3 quicksort. Musser also considered the effect on [caches](http://en.wikipedia.org/wiki/CPU_cache) of [Sedgewick](http://en.wikipedia.org/wiki/Robert_Sedgewick_%28computer_scientist%29)'s delayed small sorting, where small ranges are sorted at the end in a single pass of [insertion sort](http://en.wikipedia.org/wiki/Insertion_sort). He reported that it could double the number of cache misses, but that its performance with [double-ended queues](http://en.wikipedia.org/wiki/Double-ended_queue) was significantly better and should be retained for template libraries, in part because the gain in other cases from doing the sorts immediately was not great.

Similarly, Musser also introduced a worst-case linear [selection algorithm](http://en.wikipedia.org/wiki/Selection_algorithm) with time comparable to that of *Hoare's algorithm*, a simple adaptation of quicksort that is the most efficient selection algorithm used in practice. This is called introspection selection or [Introselect](http://en.wikipedia.org/wiki/Selection_algorithm#Introselect).

The June 2000 [SGI](http://en.wikipedia.org/wiki/Silicon_Graphics) C++ [Standard Template Library](http://en.wikipedia.org/wiki/Standard_Template_Library) [stl\_algo.h](http://www.sgi.com/tech/stl/stl_algo.h) implementation of [unstable sort](http://en.wikipedia.org/wiki/Sorting_algorithm#Stability) uses the Musser introsort approach with the recursion depth to switch to heapsort passed as a parameter, median-of-3 pivot selection and the Sedgewick final insertion sort pass. The element threshold for switching to the simple insertion sort was 16.

# 11. Library sort

From Wikipedia, the free encyclopedia

Jump to: [navigation](http://en.wikipedia.org/wiki/Library_sort#mw-head), [search](http://en.wikipedia.org/wiki/Library_sort#p-search)

|  |  |
| --- | --- |
| Library sort | |
| **Class** | [Sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm) |
| **Data structure** | [Array](http://en.wikipedia.org/wiki/Array_data_structure) |
| [**Worst case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(n^2) |
| [**Best case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(n) |
| [**Average case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(n\log n) |
| [**Worst case space complexity**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(n) |

**Library sort**, or **gapped insertion sort** is a [sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm) that uses an [insertion sort](http://en.wikipedia.org/wiki/Insertion_sort), but with gaps in the array to accelerate subsequent insertions. The name comes from an analogy:[[1]](http://en.wikipedia.org/wiki/Library_sort" \l "cite_note-0)

Suppose a librarian were to store his books alphabetically on a long shelf, starting with the A's at the left end, and continuing to the right along the shelf with no spaces between the books until the end of the Z's. If the librarian acquired a new book that belongs to the B section, once he finds the correct space in the B section, he will have to move every book over, from the middle of the B's all the way down to the Z's in order to make room for the new book. This is an insertion sort. However, if he were to leave a space after every letter, as long as there was still space after B, he would only have to move a few books to make room for the new one. This is the basic principle of the Library Sort.

The algorithm was proposed by [Michael A. Bender](http://en.wikipedia.org/w/index.php?title=Michael_A._Bender&action=edit&redlink=1), [Martín Farach-Colton](http://en.wikipedia.org/w/index.php?title=Mart%C3%ADn_Farach-Colton&action=edit&redlink=1), and [Miguel Mosteiro](http://en.wikipedia.org/w/index.php?title=Miguel_Mosteiro&action=edit&redlink=1) in 2006.[[2]](http://en.wikipedia.org/wiki/Library_sort#cite_note-1)

Like the insertion sort it is based on, library sort is a [stable](http://en.wikipedia.org/wiki/Stable_sort) [comparison sort](http://en.wikipedia.org/wiki/Comparison_sort) and can be run as an [online algorithm](http://en.wikipedia.org/wiki/Online_algorithm); however, it was shown to have a high probability of running in O(n log n) time (comparable to [quicksort](http://en.wikipedia.org/wiki/Quicksort)), rather than an insertion sort's O(n2). Its implementation is very similar to a [skip list](http://en.wikipedia.org/wiki/Skip_list). The drawback to using the library sort is that it requires extra space[*[specify](http://en.wikipedia.org/wiki/Wikipedia:Citing_sources" \o "Wikipedia:Citing sources)*] for the gaps.

# 12. Odd–even sort

|  |  |
| --- | --- |
| Odd–even sort | |
| Example of odd-even transposition sort sorting a list of random numbers. | |
| **Class** | [Sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm) |
| **Data structure** | [Array](http://en.wikipedia.org/wiki/Array_data_structure) |
| [**Worst case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(n^2) |

In computing, an **odd–even sort** or **odd–even transposition sort** (also known as **brick sort**[[1]](http://en.wikipedia.org/wiki/Odd%E2%80%93even_sort" \l "cite_note-1)) is a relatively simple [sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm), developed originally for use on parallel processors with local interconnections. It is a [comparison sort](http://en.wikipedia.org/wiki/Comparison_sort) related to [bubble sort](http://en.wikipedia.org/wiki/Bubble_sort), with which it shares many characteristics. It functions by comparing all (odd, even)-indexed pairs of adjacent elements in the list and, if a pair is in the wrong order (the first is larger than the second) the elements are switched. The next step repeats this for (even, odd)-indexed pairs (of adjacent elements). Then it alternates between (odd, even) and (even, odd) steps until the list is sorted.

|  |
| --- |
|  |

## Sorting on processor arrays

On parallel processors, with one value per processor and only local left–right neighbor connections, the processors all concurrently do a compare–exchange operation with their neighbors, alternating between odd–even and even–odd pairings. This algorithm was originally presented, and shown to be efficient on such processors, by Habermann in 1972.[[2]](http://en.wikipedia.org/wiki/Odd%E2%80%93even_sort#cite_note-2)

The algorithm extends efficiently to the case of multiple items per processor. In the Baudet–Stevenson odd–even merge-splitting algorithm, each processor sorts its own sublist at each step, using any efficient sort algorithm, and then performs a merge splitting, or transposition–merge, operation with its neighbor, with neighbor pairing alternating between odd–even and even–odd on each step.[[3]](http://en.wikipedia.org/wiki/Odd%E2%80%93even_sort#cite_note-3)

## Batcher's odd–even mergesort

A related but more efficient sort algorithm is the [Batcher odd–even mergesort](http://en.wikipedia.org/wiki/Batcher_odd%E2%80%93even_mergesort), using compare–exchange operations and perfect-shuffle operations.[[4]](http://en.wikipedia.org/wiki/Odd%E2%80%93even_sort#cite_note-4) Batcher's method is efficient on parallel processors with long-range connections.[[5]](http://en.wikipedia.org/wiki/Odd%E2%80%93even_sort#cite_note-5)

## Algorithm

The single-processor algorithm, like [bubblesort](http://en.wikipedia.org/wiki/Bubblesort), is simple but not very efficient. Here a [zero-based](http://en.wikipedia.org/wiki/Zero-based) index is assumed:

/\* Assumes a is an array of values to be sorted. \*/

var sorted = false;

while(!sorted)

{

sorted=true;

for(var i = 1; i < list.length-1; i += 2)

{

if(a[i] > a[i+1])

{

swap(a, i, i+1);

sorted = false;

}

}

for(var i = 0; i < list.length-1; i += 2)

{

if(a[i] > a[i+1])

{

swap(a, i, i+1);

sorted = false;

}

}

}

# 13. Patience sorting

|  |  |
| --- | --- |
| Patience sorting | |
| **Class** | [Sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm) |
| **Data structure** | [Array](http://en.wikipedia.org/wiki/Array_data_structure) |
| [**Worst case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(n \log n) |

**Patience sorting** is a [sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm), based on a [solitaire](http://en.wikipedia.org/wiki/Solitaire) [card game](http://en.wikipedia.org/wiki/Card_game), that has the property of being able to efficiently compute the length of a [longest increasing subsequence](http://en.wikipedia.org/wiki/Longest_increasing_subsequence) in a given [array](http://en.wikipedia.org/wiki/Array_data_structure).

|  |
| --- |
|  |

## The card game

The game begins with a [shuffled](http://en.wikipedia.org/wiki/Shuffle) deck of cards, labeled ![1, 2, \ldots, n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFMAAAASBAMAAADVmP/6AAAAMFBMVEX///+2traenp6Kiop0dHQMDAxiYmIEBARQUFAwMDAiIiIWFhbMzMxAQEDm5uYAAAALCSNYAAAAAXRSTlMAQObYZgAAAP1JREFUKBVjYOC7wAAGTHf3PoCwcJKnF0CkxBi4AnAqAku8vA1VeoGB5xt+pQycUKV/GRh+Eak0koGhikilDAw8P3AoNZtgkvUAKAdzAAMDxz8cSh0qD/A2oCg9r4BdKfOBzwycoCBFmLoZu0oGPqYPDOwOyEo5DXAoZeBYwHD+AbLSZAZGHGq5Exi6+ZCUMjswsOFQyi/AEAKSA7n1eAIDg3RaWhuYwVfGwADCDM+Bojwghj4Dw78nwBC6/7eP4Tww9uv///8MZqAq/QpU6snAcA2oDQIcMBgwARYYA0bDPQ9nwGSYYQwozaeAzoAreARnQRhwr8MZcAUJcBYAOzQ7c7ScXYQAAAAASUVORK5CYII=).

The cards are dealt one by one into a sequence of piles on the table, according to the following rules.

1. Initially, there are no piles. The first card dealt forms a new pile consisting of the single card.
2. Each new card may be placed either on an existing pile whose top card has a value higher than the new card's value, thus increasing the number of cards in that pile, or to the right of all of the existing piles, thus forming a new pile.
3. When there are no more cards remaining to deal, the game ends.

The object of the game is to finish with as few piles as possible. D. Aldous and P. Diaconis[[1]](http://en.wikipedia.org/wiki/Patience_sorting" \l "cite_note-Aldous-0) suggest defining 9 or fewer piles as a winning outcome for ![n = 52](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADkAAAAOBAMAAABnSamjAAAAMFBMVEX///8AAACKiopiYmIwMDB0dHQiIiLm5uYEBATMzMxAQEBQUFCenp4WFha2trYMDAw1mywPAAAA3klEQVQYGXWPvWoCQRSFvzEK609cp7IJYRsLC2FAO5tFbbRa2BfYLmU2VZ4gD+AbCBYWImgQawUrK8FWwdewc65Fssp6mnPmfHeYO5CiI1vYzSYpyFZaXygbPtNp9xcKMDSpeG5bNUJFT6nr40RkWpnw42FmHN4WGs7JOX2mQmcnUSTRpyG2iKkrj4HkO6kA8m8Qb+DnjsjB8eHVs2FFvmotoWyAu4eOVAeK+9j6/7v2M/bui8cZ3nEDI2N/KsLXmhoYShXUt90hoVJAj/Kh2TbkfArNBJK4WxocrbV3BXbLLNFSAC1OAAAAAElFTkSuQmCC), which has approximately 5% chance to happen.

## Algorithm for sorting

Given an ![n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAJBAMAAAD0ltBnAAAAMFBMVEX///8MDAy2trYWFhaenp5QUFBAQEDMzMwEBATm5uYiIiJ0dHQwMDBiYmKKiooAAADb8Dx7AAAAAXRSTlMAQObYZgAAAEhJREFUCB1j4LvDt3clAwM3x3GGVAaG5/wPGI4xMEzwZ2DoZmBgiGJg/wmkbBlYDSYwMHxiYNxwgYHlAwP/zA0M3AcY2O4yAAAFcBBtM9MGQwAAAABJRU5ErkJggg==)-element array with an [ordering](http://en.wikipedia.org/wiki/Total_order) [relation](http://en.wikipedia.org/wiki/Binary_relation) as an input for the sorting, consider it as a collection of cards, with the (unknown in the beginning) statistical ordering of each element serving as its index. Note that the game never uses the actual value of the card, except for comparison between two cards, and the relative ordering of any two array elements is known.

Now simulate the patience sorting game, played with the [*greedy strategy*](http://en.wikipedia.org/wiki/Greedy_algorithm), i.e., placing each new card on the leftmost pile that is legally possible to use. At each stage of the game, under this strategy, the labels on the top cards of the piles are increasing from left to right. To recover the sorted sequence, repeatedly remove the minimum visible card.

### Complexity

If values of cards are in the range ![1, \ldots, n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEAAAAASBAMAAAAZAcURAAAAMFBMVEX///+2traenp6Kiop0dHQMDAxiYmIEBARQUFAwMDAiIiIWFhbMzMxAQEDm5uYAAAALCSNYAAAAAXRSTlMAQObYZgAAAJ1JREFUKBVjYOC7wIAfnF6AX/7lbQIKGDhpp4A5k9ltHdB9OK1gYZ/DcAOfAht+A4a5+BQ80GdgKMGngKGLgecfXgXbGDg2PMDjSIaPDKwOCRAFx4H0cyDmK2OAMHiADKYPDPzvHBg47v/tYzgfgK7gKwMDywQG3jSgBjBwgNJwigXOgjAM0PgMzKgCfAqofAaGR6gCbKhcIC8BJgIAxocnv+0w56gAAAAASUVORK5CYII=), there is an efficient implementation with ![O(n \cdot \log \log n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHwAAAAVBAMAAAB2y5cfAAAAMFBMVEX///8WFhaKioowMDB0dHQMDAzMzMwEBAS2trYiIiLm5uZAQEBiYmJQUFCenp4AAAB4JSoOAAAAAXRSTlMAQObYZgAAAhlJREFUOBGNkz9o1HAUx7/m8u9yf5Kxg0OG4uSQSRBRf9BF6EkdxK0QkOIi3IEO0kHj4iLSA9HBofzASmmnDkVELAac9E7QQcFqobtIa5GiRdD3Yn65/Hon3Bve+37e+74kv4QARXiFGlPoCx/H3CpsZpLJb/3PEqhvZ6CSezJUkqpOavCcxUoK9wZwWTXzuizKDZ3yyWOq9k1KH4CHZTdpS5QbOuWT2jawnBIsJHaQ91TRF3TKPW4XeMC6Lerv1F5e9QWdlLUD9zfrhbQaAsejydeSkYMW7rU2gene5JnDZLwyWo/Is4jKAXtnQicGxLW4VjyEJZoBnkgjsOfv8HqZTOcENmjtBZwOr5+VvoQR76GyxshhCSdELaqu4ccQHfNDnKLuFvwuFe8XfMrNXTiCsB1RssRODHO3GmFviOQOcJ26PfhsbezzOhpdtCXVK/wIlpiRMPfd+eaFIcIn2HzoHqyASjsFPTyOpHjvEWaR391ttSSxTjiKRkDtLZh0FW+W5gngJ7hYJ28W/87ercsRhJ90vRRYB+4DtwVQCQE60cFS5qZkCSPAXGxurnJHJ3pJ/qoAJgDz9Ns3NDfpvFP0KVLSHPbLWXztP4V368/35BDBjFDrk6mTWTl5/IJGxEqCqwOXTk26pYpnSuj1POGloqVTJS4G4L9vRMxJuEHR1+lu0QcMUYKBtDf6X/5H0WAAnCvDOJq+6V8+vZhk13ibSAAAAABJRU5ErkJggg==)[worst-case](http://en.wikipedia.org/wiki/Worst-case) running time for putting the cards into piles, relying on a [van Emde Boas tree](http://en.wikipedia.org/wiki/Van_Emde_Boas_tree). A description is given in the work by S. Bespamyatnikh and M. Segal.[[2]](http://en.wikipedia.org/wiki/Patience_sorting#cite_note-Bespamyatnikh-1)

When no assumption is made about values, the greedy strategy can be implemented in ![O(n \log n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFQAAAAVBAMAAAAqQdQ7AAAAMFBMVEX///8WFhaKioowMDB0dHQMDAzMzMwEBAS2trYiIiLm5uZAQEBiYmJQUFCenp4AAAB4JSoOAAAAAXRSTlMAQObYZgAAAdpJREFUKBV9kj2IE1EUhT+TySROfialhUUWxMoilY2IA9tYKGsxWCwIAxYWWySohZVEFCwsNiiKKMiAwupWohYqEQYURLOBCCqILsTCUhTBRRdhPW90XrISfJB3vnPvyct9MwG7PEtTYHPz7ZSELTmdFD+vvI+hMkqNtrMXM5rQx4bvJJROwVFb905aHMNNoXta2xu4Mi6HY7RUHsFSIrvYceu2yrRoqQuXTaQVVIb/j9Km9MtEFpOtDdjV3PEilgspvR7EOL17syNyT3MHrql4g/y6hLlGMYLgRFQ2h4d8xJtnhmO3I5zibp6o2KPYlrAv9mNy0Tfyd9PocbjPdfwAdvoN9qi4it+VeD/xtde+UlSTsLamH+ISShF/AfP0+vhNSXXNRKl2acXS0NFUc9H5+JMM73DNkH0KdUkrQQOwJeGVedl/Tz337KUM26nW1VzFHOAdgUIH/A5hRc0QzfqINAg/KAQJPEATcSaAfAM01fqtNDqDe5iDy7GMLuAvB7ANnL0D83VHV5/VI0lg4fuw1utHLG1smH6T8ooCbX3+LO9QRpl6V3GfZ4aajsrWwwwydYa6QZS5vCUw/7JNy53XLWzlgiXIBRMmxYUPg8TWmpYE+yfNv1yJ+Q3dA3O07Y4ggwAAAABJRU5ErkJggg==)comparisons in worst case. In fact, one can implement it with an array of [stacks](http://en.wikipedia.org/wiki/Stack_data_structure) ordered by values of top cards and, for inserting a new card, use a [binary search](http://en.wikipedia.org/wiki/Binary_search_algorithm), which is ![O(\log p)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEQAAAAVBAMAAAAN71XTAAAAMFBMVEX///8WFhaKioowMDB0dHQMDAzMzMwEBAS2trYiIiLm5uZAQEBiYmJQUFCenp4AAAB4JSoOAAAAAXRSTlMAQObYZgAAAaVJREFUKBVtjr9LW1EUxz+al5f41MTRodAI/gGhq2gD4iASBAmlCMLr5OCQIKU4lBKpUMHBogiiIBdF/LFY2i5KhjcIUm2Kg04q2KFjQYoVFMGec5+JpHjgnnO+P865Bx7CPLTVzqt22jT7NTAETtHW399PjDQ/eD9jcU3aUbQREB8DN433uka1YEWy+07SMTT4kLNsTWo8h7VAqOkir6Q8Yol/hDmRyGcoP26hQPxWLdMBemqO+FHZ4JQ+d5+T+LaczcASkRu19Kd4Yy0/8QZpY3jdp6luQckSsYJanhvUmmMUvrBIMgOTsRRP4IyknIN3DRdqSVzJRmZJpsDkDW/hgGRapGZRrMWRXf3+B/NLSHpw/6gl2iIgHxB+FG6Z2N1XSweOzJ2hc96QEC/l2Vu2sQbkrroAviIfM54R+Zm1tOG+ILtpBLiX9EppBaezbKf6YOTvYaJ04LN2d6fCQDYQS0HefaxWGrx53D2IfFImYXOoNRbDKuOHEPWJppSI+JLuw0tXOndQzoMtX4mpCqu1vQpGTssB9U+7lKgOKnCKkv6PJsM/+DFnxr/77OwAAAAASUVORK5CYII=)comparisons in worst case, where ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAANBAMAAACN24kIAAAAMFBMVEX///9AQEAwMDAMDAy2trbMzMwEBAQWFhZQUFB0dHSKiorm5uYiIiJiYmKenp4AAABab3oFAAAAAXRSTlMAQObYZgAAAFVJREFUCB1jYHh7emUnAwPDhZoNbAEMLA5ZDOwXGLhZfzOwXWBg4DRgiF/AwMAkwDAfqIRtAUMtkIqfwHkASE1e2QskGRRBBAODFZjk/gqmln96AKQB3SMTBI+jdAwAAAAASUVORK5CYII=)is the number of piles. To complete the sorting in an efficient way (aka ![O(n \log n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFQAAAAVBAMAAAAqQdQ7AAAAMFBMVEX///8WFhaKioowMDB0dHQMDAzMzMwEBAS2trYiIiLm5uZAQEBiYmJQUFCenp4AAAB4JSoOAAAAAXRSTlMAQObYZgAAAdpJREFUKBV9kj2IE1EUhT+TySROfialhUUWxMoilY2IA9tYKGsxWCwIAxYWWySohZVEFCwsNiiKKMiAwupWohYqEQYURLOBCCqILsTCUhTBRRdhPW90XrISfJB3vnPvyct9MwG7PEtTYHPz7ZSELTmdFD+vvI+hMkqNtrMXM5rQx4bvJJROwVFb905aHMNNoXta2xu4Mi6HY7RUHsFSIrvYceu2yrRoqQuXTaQVVIb/j9Km9MtEFpOtDdjV3PEilgspvR7EOL17syNyT3MHrql4g/y6hLlGMYLgRFQ2h4d8xJtnhmO3I5zibp6o2KPYlrAv9mNy0Tfyd9PocbjPdfwAdvoN9qi4it+VeD/xtde+UlSTsLamH+ISShF/AfP0+vhNSXXNRKl2acXS0NFUc9H5+JMM73DNkH0KdUkrQQOwJeGVedl/Tz337KUM26nW1VzFHOAdgUIH/A5hRc0QzfqINAg/KAQJPEATcSaAfAM01fqtNDqDe5iDy7GMLuAvB7ANnL0D83VHV5/VI0lg4fuw1utHLG1smH6T8ooCbX3+LO9QRpl6V3GfZ4aajsrWwwwydYa6QZS5vCUw/7JNy53XLWzlgiXIBRMmxYUPg8TWmpYE+yfNv1yJ+Q3dA3O07Y4ggwAAAABJRU5ErkJggg==)worst case), each step will retrieve the card with the least value from the top of leftmost pile, and then some work has to be done. Finding the next card by searching it among all tops of piles, as in the wikibooks implementation suggested below, gives a ![O(n \sqrt n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEUAAAAWBAMAAABkuUxDAAAAMFBMVEX///8WFhaKioowMDB0dHQMDAzMzMwEBAS2trYiIiLm5uZAQEBiYmJQUFCenp4AAAB4JSoOAAAAAXRSTlMAQObYZgAAAX5JREFUKBV1krFKw1AUhj/bmqaNaX0Ahw7iXBxEELGjoODqItQn0EFEF4mTOCmKDi7GQUQX+wJKQFxERQQHcbDgKGInqVXQc3NvEqt4IOd8/3/Ozc0NF/6NrzB+tf02XaiFst10q20zHVqOavPl8sEXutYqyk8aHF/VwwB7AayyNqO8rSGvbGtJ0h3kqto02Y6WnIpxEEha85g2TVNynoFVqVuKZypcGc8U1QojC/anorWADUidpcZ3dIfBSOXqpFvKnCgxD5nsACd6xlqPlBOQnVXmiI/M9hVLDMFeCdL1SLk3FNdlJP8ODfBfYQ77vBt1Aq3oqlEsy4z7Fs5wjyWvyzRBnVgrmemURcwEqL3owe32YZG8crWSvTLSy0+JMylPk85KAI9VtxQrpwKbsCyFfig0KB4JH9f2xDCqw5Pdh68uxGFMsIxzKei0biUbJf8wjv2YsD7U55h4jkCq4yVit5LwQIKEl8DolcS3awlD708RczomBRlP0p+Q83wDdhdgVeMmy5cAAAAASUVORK5CYII=)worst case. However, we can use an efficient priority queue(for example, a binary heap) to maintain the piles so that we can extract the maximum data in O(log n) time.

## Algorithm for finding a longest increasing subsequence

First, execute the sorting algorithm as described above. The number of piles is the length of a longest subsequence. Whenever a card is placed on top of a pile, put a back-[pointer](http://en.wikipedia.org/wiki/Pointer_%28computer_programming%29) to the top card in the previous pile (that, by assumption, has a lower value than the new card has). In the end, follow the back-pointers from the top card in the last pile to recover a decreasing subsequence of the longest length; its reverse is an answer to the longest increasing subsequence algorithm.

S. Bespamyatnikh and M. Segal[[2]](http://en.wikipedia.org/wiki/Patience_sorting" \l "cite_note-Bespamyatnikh-1) give a description of an efficient implementation of the algorithm, incurring no additional [asymptotic](http://en.wikipedia.org/wiki/Asymptotic) cost over the sorting one (as the back-pointers storage, creation and traversal require linear time and space). They further show how to report *all* the longest increasing subsequences from the same resulting [data structures](http://en.wikipedia.org/wiki/Data_structure).

## C++ Implementation

This is an implementation using Patience Sorting to sort an array, performing O(n log n) time complexity.

#include <vector>

#include <algorithm>

#include <stack>

#include <iterator>

template<typename PileType>

bool pile\_less(const PileType& x, const PileType& y)

{

return x.top() < y.top();

}

// reverse less predicate to turn max-heap into min-heap

template<typename PileType>

bool pile\_more(const PileType& x, const PileType& y)

{

return pile\_less(y, x);

}

template<typename Iterator>

void patience\_sort(Iterator begin, Iterator end)

{

typedef typename std::iterator\_traits<Iterator>::value\_type DataType;

typedef std::stack<DataType> PileType;

std::vector<PileType> piles;

for (Iterator it = begin; it != end; it++)

{

PileType new\_pile;

new\_pile.push(\*it);

typename std::vector<PileType>::iterator insert\_it =

std::lower\_bound(piles.begin(), piles.end(), new\_pile,

pile\_less<PileType>);

if (insert\_it == piles.end())

piles.push\_back(new\_pile);

else

insert\_it->push(\*it);

}

// sorted array already satisfies heap property for min-heap

for (Iterator it = begin; it != end; it++)

{

std::pop\_heap(piles.begin(), piles.end(), pile\_more<PileType>);

\*it = piles.back().top();

piles.back().pop();

if (piles.back().empty())

piles.pop\_back();

else

std::push\_heap(piles.begin(), piles.end(), pile\_more<PileType>);

}

}

## Java Implementation

import java.util.\*;

public class PatienceSort

{

public static <E extends Comparable<? super E>> void sort (E[] n)

{

List<Pile<E>> piles = new ArrayList<Pile<E>>();

// sort into piles

for (E x : n)

{

Pile<E> newPile = new Pile<E>();

newPile.push(x);

int i = Collections.binarySearch(piles, newPile);

if (i < 0) i = ~i;

if (i != piles.size())

piles.get(i).push(x);

else

piles.add(newPile);

}

System.out.println("longest increasing subsequence has length = " + piles.size());

// priority queue allows us to retrieve least pile efficiently

PriorityQueue<Pile<E>> heap = new PriorityQueue<Pile<E>>(piles);

for (int c = 0; c < n.length; c++)

{

Pile<E> smallPile = heap.poll();

n[c] = smallPile.pop();

if (!smallPile.isEmpty())

heap.offer(smallPile);

}

assert(heap.isEmpty());

}

private static class Pile<E extends Comparable<? super E>> extends Stack<E> implements Comparable<Pile<E>>

{

public int compareTo(Pile<E> y) { return peek().compareTo(y.peek()); }

}

}

## History

According to D. Aldous and P. Diaconis,[[1]](http://en.wikipedia.org/wiki/Patience_sorting#cite_note-Aldous-0) patience sorting was first recognized as an algorithm to compute the longest increasing subsequence length by Hammersley,[[3]](http://en.wikipedia.org/wiki/Patience_sorting#cite_note-2) and by A.S.C. Ross and independently [Robert W. Floyd](http://en.wikipedia.org/wiki/Robert_W._Floyd) as a sorting algorithm. Initial analysis was done by Mallows.[[4]](http://en.wikipedia.org/wiki/Patience_sorting#cite_note-3)

## Use

The [Bazaar](http://en.wikipedia.org/wiki/Bazaar_%28software%29) version control system uses the patience sorting algorithm for merge resolution.

# 14. Polyphase merge sort

From Wikipedia, the free encyclopedia

Jump to: [navigation](http://en.wikipedia.org/wiki/Polyphase_merge_sort#mw-head), [search](http://en.wikipedia.org/wiki/Polyphase_merge_sort#p-search)

A **polyphase merge sort** is an algorithm which decreases the number of *runs* at every iteration of the main loop by merging runs into larger runs. It is used for [external sorting](http://en.wikipedia.org/wiki/External_sorting).

|  |
| --- |
|  |

## Ordinary merge sort

Typically, a [merge sort](http://en.wikipedia.org/wiki/Merge_sort) splits items into sorted runs and then recursively merges each run into larger runs. When there's only one run left, that is the sorted result.

An ordinary merge sort could use four working files organized as a pair of input files and a pair of output files. At each iteration, two input files are read. The odd numbered runs of the two input files are merged to the first output file, and the even numbered runs are merged to the second output file. When the input is exhausted, the new output files are used as the input for the next iteration. The number of runs decreases by a factor of 2 at each iteration. At each iteration, the same level/phase of merge occurs -- a file is either completely read or completely written during an iteration.

If the four files were on four separate [tape drives](http://en.wikipedia.org/wiki/Tape_drive), watching an ordinary merge sort would show some interesting details. On the first iteration, only one input drive is used -- the other input file is empty. On subsequent iterations, each input drive runs at half speed[[1]](http://en.wikipedia.org/wiki/Polyphase_merge_sort" \l "cite_note-0), while one output drive runs at full speed and the second output drive stands idle waiting for the next run. The situation is even worse when six tape drives are used -- at least two will stand idle. Someone watching the tapes spin would wonder if the idle drives could be more useful.

The polyphase merge found a way to use the idle drives. It can sort using just three sequential files rather than the four required by merge sort.

## Polyphase merge

The polyphase merge changes the game. There might be ![N](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAOBAMAAADQ9FGEAAAAMFBMVEX///8MDAyKioqenp50dHRQUFDMzMxAQEAiIiK2trYEBATm5uYWFhYwMDBiYmIAAACfGtU+AAAAAXRSTlMAQObYZgAAAHNJREFUCB1jYGB4+4eBYe+vCwwMDJz9ExgYCoAMBr58IPUAxGLl/cDA7QBi8TF/YWBKALEmM8gw8IEYDN4M7xMgrAcM+wO2gMUeMHAssASx2BQYmD89ALFYNjAwrACzQIrjwSx2ICsfaB8Du/xtBgZeIAMAk0QY68xHwJUAAAAASUVORK5CYII=)files, but the polyphase merge will read from ![N-1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADMAAAAPBAMAAAC7N+rPAAAAMFBMVEX///8MDAyKioqenp50dHRQUFDMzMxAQEAiIiK2trYEBATm5uYWFhYwMDBiYmIAAACfGtU+AAAAAXRSTlMAQObYZgAAAKZJREFUGBljYGB4+4eBYe+vCwwoYDuYx9k/gYGhAEWCge0EmM+XDxR/gCLFfR0ixcr7gYHbAUWKgeEGmM/H/IWBKQGr1GQGGQY+NBmoLm+G9wk4pB4w7A/Ygl3XAwaOBZZgqTQQyAYzwc5gU2Bg/vQAxGe7CwL3EFIsGxgYVoClwGJQAqwL5IJ47FLsQKl8YFChApAudvnbDAy8qOIMDOH/S4H24AQAFMQuo0SCKxYAAAAASUVORK5CYII=)files and write only one output file at a time. The writing to that output file continues until an input file is exhausted, and then that input file becomes the new output file. The number of runs in each file is related to [Fibonacci numbers](http://en.wikipedia.org/wiki/Fibonacci_number) and [Fibonacci numbers of higher order](http://en.wikipedia.org/wiki/Generalizations_of_Fibonacci_numbers)[[2]](http://en.wikipedia.org/wiki/Polyphase_merge_sort#cite_note-Knuth1973-1)[[3]](http://en.wikipedia.org/wiki/Polyphase_merge_sort#cite_note-2).

## Perfect 3 file polyphase merge sort

It is easiest to look at the polyphase merge starting from its ending conditions and working backwards. At the start of each iteration, there will be two input files and one output file. At the end of the iteration, one input file will have been completely consumed and will become the output file for the next iteration. The current output file will become an input file for the next iteration. The remaining files (just one in the 3 file case) have only been partially consumed and their remaining runs will be input for the next iteration.

File 1 just emptied and became the new output file. One run is left on each input tape, and merging those runs together will make the sorted file.

File 1 (out): <1 run> \* (the sorted file)

File 2 (in ): ... | <1 run> \* --> ... <1 run> | \* (consumed)

File 3 (in ): | <1 run> \* <1 run> | \* (consumed)

... possible runs that have already been read

| marks the read pointer of the file

\* marks end of file

Stepping back to the previous iteration, we were reading from 1 and 2. One run is merged from 1 and 2 before file 1 goes empty. Notice that file 2 is not completely consumed -- it has one run left to match the final merge (above).

File 1 (in ): ... | <1 run> \* ... <1 run> | \*

File 2 (in ): | <2 run> \* --> <1 run> | <1 run> \*

File 3 (out): <1 run> \*

Stepping back another iteration, 2 runs are merged from 1 and 3 before file 3 goes empty.

File 1 (in ): | <3 run> ... <2 run> | <1 run> \*

File 2 (out): --> <2 run> \*

File 3 (in ): ... | <2 run> \* <2 run> | \*

Stepping back another iteration, 3 runs are merged from 2 and 3 before file 2 goes empty.

File 1 (out): <3 run> \*

File 2 (in ): ... | <3 run> \* --> ... <3 run> | \*

File 3 (in ): | <5 run> \* <3 run> | <2 run> \*

Stepping back another iteration, 5 runs are merged from 1 and 2 before file 1 goes empty.

File 1 (in ): ... | <5 run> \* ... <5 run> | \*

File 2 (in ): | <8 run> \* --> <5 run> | <3 run> \*

File 3 (out): <5 run> \*

Looking at the number of runs merged working backwards: 1, 1, 2, 3, 5, ... reveals a Fibonacci sequence.

For everything to work out right, the initial file to be sorted must be distributed to the proper input files and each input file must have the correct number of runs on it. In the example, that would mean an input file with 13 runs would write 5 runs to file 1 and 8 runs to file 2.

In practice, the input file won't happen to have a Fibonacci number of runs it (and the number of runs won't be known until after the file has been read). The fix is to pad the input files with dummy runs to make the required Fibonacci sequence.

For comparison, the ordinary merge sort will combine 16 runs in 4 passes using 4 files. The polyphase merge will combine 13 runs in 5 passes using only 3 files. Alternatively, a polyphase merge will combine 17 runs in 4 passes using 4 files. (Sequence: 1, 1, 1, 3, 5, 9, 17, 31, 57, 105, 193, 355, 653, 1201, ...)

An iteration (or pass) in ordinary merge sort involves reading and writing the entire file. An iteration in a polyphase sort does not read or write the entire file[[4]](http://en.wikipedia.org/wiki/Polyphase_merge_sort" \l "cite_note-3), so a typical polyphase iteration will take less time than a merge sort iteration.

# 15. Proxmap sort

|  |  |
| --- | --- |
| [Insertion sorting into buckets during proxmap.](http://en.wikipedia.org/wiki/File:Insertion_Sorting_during_proxmap.PNG)  Example of insertion sort sorting a list of random numbers. | |
| **Class** | [Sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm) |
| **Data structure** | [Array](http://en.wikipedia.org/wiki/Array_data_structure) |
| [**Worst case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(n^2) |
| [**Best case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(n) |
| [**Worst case space complexity**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(n) |
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[![http://upload.wikimedia.org/wikipedia/commons/3/39/Bucket_sort_2.png](data:image/png;base64,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)](http://en.wikipedia.org/wiki/File:Bucket_sort_2.png)

Unlike bucket sorting which sorts after all the buckets are filled, the elements are [insertion sorted](http://en.wikipedia.org/wiki/Insertion_sort) as they are inserted

**ProxmapSort**, or **Proxmap sort**, is a [sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm) that works by partitioning an [array](http://en.wikipedia.org/wiki/Array_data_structure) of data items, or keys, into a number of "subarrays" (termed [buckets](http://en.wikipedia.org/wiki/Bucket_%28computing%29), in similar sorts). The name is short for computing a "proximity map," which indicates for each key K the beginning of a subarray where K will reside in the final sorted order. Keys are placed into each subarray using [insertion sort](http://en.wikipedia.org/wiki/Insertion_sort). If keys are "well distributed" among the subarrays, sorting occurs in linear time, much faster than [comparison-based](http://en.wikipedia.org/wiki/Comparison_sort) sorting, which can do no better than ![O(nlogn)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAE4AAAAVBAMAAAAazcUaAAAAMFBMVEX///8WFhaKioowMDB0dHQMDAzMzMwEBAS2trYiIiLm5uZAQEBiYmJQUFCenp4AAAB4JSoOAAAAAXRSTlMAQObYZgAAAdJJREFUKBVdkr+LE1EQxz9uNpvkZbOb4opDFAKKNoKxsRFxQQuLEwPaibggVhYJaCEWstaCCfijEJQFPUQtLsWhIgqrVpo9yBUKIof5B+QOkXAGOZyN915yN7Dv+5n5zs4blgUTytB22Op83W6b3I7G+DP9HoM7GCdQubAJE3mT4bOE4jW4aMrLhjQ8FnBuyPEF7usiuw1pKA/gaSJZO3KqusiGIQ3FDtzLkmbg9nXRG2maaIvi3yxrJ6UaHKjv/RTjyuTLaRfSD7PWR2vugfiPyI3fPl0rhBBcCct9Sn28nfQoBe7ILhzmnfS9pdAS4Vjsx1jhL3Jd/AHNiFXeYzX2+TWOiL+C3xFRf/Dl9NYoBLThEByMf1PuxqtwVRp6+HWRyjDro9KhGcscZOdX1pB8wDecbLEe+apIM0HuZUfCsuKhcuTLnHPXWAjZRaUqzgq2tKvzkI/AjzjrsuGqId51u8F+WJehCSzCHbgZQK6G7M7oCcPb3OVS5LTUGWRj/7m4s2AfXfqMSBeOywdIWEp4kb6EUydmsOuUU3Fb8vwP1dBkVK1r9GSIjtcaNlVhmSm5cGJm/850/GB+oPNbGkStQI6p2DM3uaE+VefkdLKF3Zh//u1zkQF5zvUAAAAASUVORK5CYII=). The [computational complexity](http://en.wikipedia.org/wiki/Computational_complexity) estimates involve the number of subarrays and the proximity mapping function, the "map key," used. It is a form of [bucket](http://en.wikipedia.org/wiki/Bucket_sort) and [radix sort](http://en.wikipedia.org/wiki/Radix_sort). The algorithm scales up well as the number of data become large.

Once a ProxmapSort is complete, **ProxmapSearch** can be used to find keys in the sorted array in ![O(1)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACgAAAAVBAMAAADGNLEtAAAAMFBMVEX///8WFhaKioowMDB0dHQMDAzMzMwEBAS2trYiIiLm5uZAQEBiYmJQUFCenp4AAAB4JSoOAAAAAXRSTlMAQObYZgAAAP5JREFUGBlVkLtKA0EUhj/IGjejMZbaWfgAwU5ETG9hayOsT5BUkkrW2iKi2MqAiIiNhZUobK3GzioIvoBgJSiC/mf2EnLgn/9yzlwYGJcP0o0DqWYSbJQG+ngeeYkX4Vq4E7jKiPtQbwuL8udCfV/LKzQS3JqFM+9wmUkMUnZFrArxEZya6XYYGltIj/jXeJBxbBzCM2o/ZraW2KvCe6Z7ZjY8oRkm32jpWNw3fFaTT7TaMs2vyXBqXmE3Y2J7pLPcjhrbQn77LZzAQUd+pQoXIFofPprfFEZ/D94eX9VFqeZuSqV/SAtdSwohcvY2q8Oc8nW5MGUz2CgNNOv5B2AGNk+v4CVFAAAAAElFTkSuQmCC)time if the keys were well distributed during the sort.

|  |
| --- |
|  |

## History

* Invented in the late 1980s by [Thomas A. Standish](http://www.ics.uci.edu/faculty/profiles/view_faculty.php?ucinetid=standish), Prof. Emeritus, Department of Informatics, [Donald Bren School of Information and Computer Sciences](http://en.wikipedia.org/wiki/Donald_Bren_School_of_Information_and_Computer_Sciences), University of California, Irvine.

## Overview

### Basic strategy

In general: Given an array **A** with *n* keys:

* map a key to a subarray of the destination array **A2**, by applying the map key function to each array item
* determine how many keys will map to the same subarray, using an array of **"hit counts," H**
* determine where each subarray will begin in the destination array so that each bucket is exactly the right size to hold all the keys that will map to it, using an array of **"proxmaps," P**
* for each key, compute the subarray it will map to, using an array of **"locations," L**
* for each key, look up its location, place it into that cell of **A2**; if it collides with a key already in that position, insertion sort the key into place, moving keys greater than this key to the right by one to make a space for this key. Since the subarray is big enough to hold all the keys mapped to it, such movement will never cause the keys to overflow into the following subarray.

Simplied version: Given an array **A** with *n* keys

1. **Initialize**: Create and initialize 2 arrays of *n* size: **hitCount**, **proxMap**, and 2 arrays of **A**.length: **location**, and **A2**.
2. **Partition**: Using a carefully chosen **mapKey** function, divide the **A2** into subarrays using the keys in **A**
3. **Disperse**: Read over **A**, dropping each key into its bucket in **A2**; insertion sorting as needed.
4. **Collect**: Visit the subarrays in order and put all the elements back into the original array, or simply use **A2**.

Note: "keys" may also contain other data, for instance an array of Student objects that contain the key plus a student ID and name. This makes ProxMapSort suitable for organizing groups of objects, not just keys themselves.

### Example

Consider a full array: **A**[*0* to *n-1*] with *n* keys. Let *i* be an index of A. Sort **A'**s keys into array **A2** of equal size.

The map key function is defined as mapKey(key) = floor(K).

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Array table | | | | | | | | | | | | | |
| **A1** | 6.7 | 5.9 | 8.4 | 1.2 | 7.3 | 3.7 | 11.5 | 1.1 | 4.8 | 0.4 | 10.5 | 6.1 | 1.8 |
| **H** | 1 | 3 | 0 | 1 | 1 | 1 | 2 | 1 | 1 | 0 | 1 | 1 |  |
| **P** | 0 | 1 | -9 | 4 | 5 | 6 | 7 | 9 | 10 | -9 | 11 | 12 |  |
| **L** | 7 | 6 | 10 | 1 | 9 | 4 | 12 | 1 | 5 | 0 | 11 | 7 | 1 |
| **A2** | 0.4 | 1.1 | 1.2 | 1.8 | 3.7 | 4.8 | 5.9 | 6.1 | 6.7 | 7.3 | 8.4 | 10.5 | 11.5 |

### Pseudocode

// compute hit counts

for i = 0 to 11 // where 11 is n

{

H[i] = 0;

}

for i = 0 to 12 // where 12 is A.length

{

pos = MapKey(A[i]);

H[pos] = H[pos] + 1;

}

runningTotal = 0; // compute prox map – location of start of each subarray

for i = 0 to 11

if H[i] = 0

P[i] = -9;

else

P[i] = runningTotal;

runningTotal = runningTotal + H[i];

for i = 0 to 12 // compute location – subarray – in A2 into which each item in A is to be placed

L[i] = P[MapKey(A[i])];

for I = 0 to 12; // sort items

A2[I] = <empty>;

for i = 0 to 12 // insert each item into subarray beginning at start, preserving order

{

start = L[i]; // subarray for this item begins at this location

insertion made = false;

for j = start to (<the end of A2 is found, and insertion not made>)

{

if A2[j] == <empty> // if subarray empty, just put item in first position of subarray

A2[j] = A[i];

insertion made = true;

else if A[i] < A2[j] // key belongs at A2[j]

int end = j + 1; // find end of used part of subarray – where first <empty> is

while (A2[end] != <empty>)

end++;

for k = end -1 to j // move larger keys to the right 1 cell

A2[k+1] = A2[k];

A2[j] = A[i];

insertion made = true; // add in new key

}

}

Here **A** is the array to be sorted and the mapKey functions determines the number of subarrays to use. For example, floor(K) will simply assign as many subarrays as there are integers from the data in **A**. Dividing the key by a constant reduces the number of subarrays; different functions can be used to translate the range of elements in **A** to subarrays, such as converting the letters A–Z to 0–25 or returning the first character (0–255) for sorting strings. Subarrays are sorted as the data comes in, not after all data has been placed into the subarray, as is typical in [bucket sorting](http://en.wikipedia.org/wiki/Bucket_sorting).

## Proxmap Searching

ProxmapSearch uses the **proxMap** array generated by a previously done ProxmapSort to find keys in the sorted array **A2** in constant time.

### Basic strategy

* Sort the keys using ProxmapSort, keeping the**MapKey** function, and the **P** and **A2** arrays
* To search for a key, go to P[MapKey(k)], the start of the subarray that contains the key, if that key is in the data set
* Sequentially search the subarray; if the key is found, return it (and associated information); if find a value greater than the key, the key is not in the data set
* Computing P[MapKey(k)] takes ![O(1)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACgAAAAVBAMAAADGNLEtAAAAMFBMVEX///8WFhaKioowMDB0dHQMDAzMzMwEBAS2trYiIiLm5uZAQEBiYmJQUFCenp4AAAB4JSoOAAAAAXRSTlMAQObYZgAAAP5JREFUGBlVkLtKA0EUhj/IGjejMZbaWfgAwU5ETG9hayOsT5BUkkrW2iKi2MqAiIiNhZUobK3GzioIvoBgJSiC/mf2EnLgn/9yzlwYGJcP0o0DqWYSbJQG+ngeeYkX4Vq4E7jKiPtQbwuL8udCfV/LKzQS3JqFM+9wmUkMUnZFrArxEZya6XYYGltIj/jXeJBxbBzCM2o/ZraW2KvCe6Z7ZjY8oRkm32jpWNw3fFaTT7TaMs2vyXBqXmE3Y2J7pLPcjhrbQn77LZzAQUd+pQoXIFofPprfFEZ/D94eX9VFqeZuSqV/SAtdSwohcvY2q8Oc8nW5MGUz2CgNNOv5B2AGNk+v4CVFAAAAAElFTkSuQmCC)time. If a map key that gives a good distribution of keys was used during the sort, each subarray is bounded above by a constant *c*, so at most *c* comparisons are needed to find the key or know it is not present; therefore ProxmapSearch is ![O(1)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACgAAAAVBAMAAADGNLEtAAAAMFBMVEX///8WFhaKioowMDB0dHQMDAzMzMwEBAS2trYiIiLm5uZAQEBiYmJQUFCenp4AAAB4JSoOAAAAAXRSTlMAQObYZgAAAP5JREFUGBlVkLtKA0EUhj/IGjejMZbaWfgAwU5ETG9hayOsT5BUkkrW2iKi2MqAiIiNhZUobK3GzioIvoBgJSiC/mf2EnLgn/9yzlwYGJcP0o0DqWYSbJQG+ngeeYkX4Vq4E7jKiPtQbwuL8udCfV/LKzQS3JqFM+9wmUkMUnZFrArxEZya6XYYGltIj/jXeJBxbBzCM2o/ZraW2KvCe6Z7ZjY8oRkm32jpWNw3fFaTT7TaMs2vyXBqXmE3Y2J7pLPcjhrbQn77LZzAQUd+pQoXIFofPprfFEZ/D94eX9VFqeZuSqV/SAtdSwohcvY2q8Oc8nW5MGUz2CgNNOv5B2AGNk+v4CVFAAAAAElFTkSuQmCC). If the worst map key was used, all keys are in the same subarray, so ProxmapSearch, in this worst case, will require ![O(n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAAAVBAMAAADCwWEQAAAAMFBMVEX///8WFhaKioowMDB0dHQMDAzMzMwEBAS2trYiIiLm5uZAQEBiYmJQUFCenp4AAAB4JSoOAAAAAXRSTlMAQObYZgAAARpJREFUGBlFjjFLw1AURg9tmsbGNh0dHDqIc3FwETG7gquLEH9BM4g4SZwdKoqLgwRERCcHJ1EIdLOtm4OI4B8QO4mKg99LeemFd+8534P7HkwqHWNtkojq0VidJJ8fg9dU8JSL2p2BqwxvF9y2Tc8F7p7aM0xFNvXf4TKTdRO2bIh3CCfGOiHDIiXG+zPWzTiCUq+0dio7o/xr0vUWO+BUF3mQ3VONTbqSotv5oMWS7I1Aq6n9wAjST9iW9gnaGvWvPOUF1yzsU2lqdDLMBmapN1OzwZHVNpVs6HxTCTO4hWPYD5UsQGNEcC2e0XeWh48KWRW28QfC2Pi4LizQuCkQP7FcjizpSfPFvA4smDlnpbg2gZOoqaZT/gG+zjylAiFq3wAAAABJRU5ErkJggg==)comparisons.

### Pseudocode

**function** mapKey(key)

**return** floor(key)

proxMap ← previously generated proxmap array of size n

A2 ← previously sorted array of size n

**function** proxmap-search(key)

**for** i = proxMap[mapKey(key)] **to** length(array)-1

**if** (sortedArray[i].key == key)

**return** sortedArray[i]

## Analysis

### Performance

Computing H, P, and L all take ![O(n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAAAVBAMAAADCwWEQAAAAMFBMVEX///8WFhaKioowMDB0dHQMDAzMzMwEBAS2trYiIiLm5uZAQEBiYmJQUFCenp4AAAB4JSoOAAAAAXRSTlMAQObYZgAAARpJREFUGBlFjjFLw1AURg9tmsbGNh0dHDqIc3FwETG7gquLEH9BM4g4SZwdKoqLgwRERCcHJ1EIdLOtm4OI4B8QO4mKg99LeemFd+8534P7HkwqHWNtkojq0VidJJ8fg9dU8JSL2p2BqwxvF9y2Tc8F7p7aM0xFNvXf4TKTdRO2bIh3CCfGOiHDIiXG+zPWzTiCUq+0dio7o/xr0vUWO+BUF3mQ3VONTbqSotv5oMWS7I1Aq6n9wAjST9iW9gnaGvWvPOUF1yzsU2lqdDLMBmapN1OzwZHVNpVs6HxTCTO4hWPYD5UsQGNEcC2e0XeWh48KWRW28QfC2Pi4LizQuCkQP7FcjizpSfPFvA4smDlnpbg2gZOoqaZT/gG+zjylAiFq3wAAAABJRU5ErkJggg==)time. Each is computed with one pass through an array, with constant time spent at each array location.

* Worst case: MapKey places all items into one subarray, resulting in a standard insertion sort, and time of ![O(n^2)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADEAAAAXBAMAAABQR7oEAAAAMFBMVEX///8WFhaKioowMDB0dHQMDAzMzMwEBAS2trYiIiLm5uZAQEBiYmJQUFCenp4AAAB4JSoOAAAAAXRSTlMAQObYZgAAAUZJREFUKBVlkD9Lw3AQhh/7Nzam6Qdw6CDOxaGLiB0FBVcXoX6COog4SRydKoogTkEQUQTzBZSAW0nFxUG6dFdpJ1ER6t0vVqM9yL3Pe3dcLoGRKEZHI7W4cEnT/9f69j3c7t+WU48nLa7qCzG+RB2duYud5A62FjgPsbYgV1GjkQooqMltS3qA8bqoiWd8boTOQklNjzVTlWS1Tjx2BQ610qjRVtVoDAaQl4lPdc2QfXnBbWrpWK3s7pL+UFguswmZfJVrtWCH5NcV5n1kYtotM6sWnHvcPdHCO/TB78GGaTAR4Orlzqvp8EjOLEc72ZJ0GiG6jUmcki9qtmWkUlgVXpHnjWwtFJULanAAOyLMQLGPe6EMY56cOtduKS8KVrAjZfOlMUg+/SGFp4SzvYShmjDmxw+9FQxJdSph0gmW93u/Vm76AuoMSY8YjUyoAAAAAElFTkSuQmCC).
* Best case: MapKey delivers the same small number of items to each subarray in an order where the best case of insertion sort occurs. Each insertion sort is ![O(c)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACUAAAAVBAMAAAAzyjqdAAAAMFBMVEX///8WFhaKioowMDB0dHQMDAzMzMwEBAS2trYiIiLm5uZAQEBiYmJQUFCenp4AAAB4JSoOAAAAAXRSTlMAQObYZgAAAQhJREFUGBlNkLFLw0AUhz9Nm1wvqenslD+hk5uY0U3/AaEguDjU0Uni6FRRFNwCDiIuHZ3khk6ikkUXl+7iJkVFxHeXa/DB3e97H7y746Ap7ahsegsvrluv3fvDawnJ1HWxIFwb1D5sO4XuS4YHsj3Dee24k7wyso2KsOfdkeSZ5WGeVN5FoH4sj0wnk9id5HSmBN/WbWTRAJaW1S+xIdqzbq1MSzlhEFZ0K9JjUfqLVOJCFsmYtC/ZnVmnP7xr9wSGBplVn9bJbEvu0FvQLtAz2CHO4RQOJYIMTlCGhQJaq4/3SIzhZvIE8uZ56U1Pb3Mjeet55Z+7rFnJGU0t5g6DRliof13u+wO7FTit564xswAAAABJRU5ErkJggg==), *c* the size of the subarrays; there are *p* subarrays thus **p \* c = n**, so the insertion phase take O(n); thus, ProxmapSort is ![O(n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAAAVBAMAAADCwWEQAAAAMFBMVEX///8WFhaKioowMDB0dHQMDAzMzMwEBAS2trYiIiLm5uZAQEBiYmJQUFCenp4AAAB4JSoOAAAAAXRSTlMAQObYZgAAARpJREFUGBlFjjFLw1AURg9tmsbGNh0dHDqIc3FwETG7gquLEH9BM4g4SZwdKoqLgwRERCcHJ1EIdLOtm4OI4B8QO4mKg99LeemFd+8534P7HkwqHWNtkojq0VidJJ8fg9dU8JSL2p2BqwxvF9y2Tc8F7p7aM0xFNvXf4TKTdRO2bIh3CCfGOiHDIiXG+zPWzTiCUq+0dio7o/xr0vUWO+BUF3mQ3VONTbqSotv5oMWS7I1Aq6n9wAjST9iW9gnaGvWvPOUF1yzsU2lqdDLMBmapN1OzwZHVNpVs6HxTCTO4hWPYD5UsQGNEcC2e0XeWh48KWRW28QfC2Pi4LizQuCkQP7FcjizpSfPFvA4smDlnpbg2gZOoqaZT/gG+zjylAiFq3wAAAABJRU5ErkJggg==).
* Average case: Each subarray is at most size *c*, a constant; insertion sort for each subarray is then O(c^2) at worst – a constant. (The actual time can be much better, since c items are not sorted until the last item is placed in the bucket). Total time is the number of buckets, **(n/c)**, times ![O(c^2)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC0AAAAXBAMAAABt1dtiAAAAMFBMVEX///8WFhaKioowMDB0dHQMDAzMzMwEBAS2trYiIiLm5uZAQEBiYmJQUFCenp4AAAB4JSoOAAAAAXRSTlMAQObYZgAAATJJREFUKBVdkLFKw2AUhT9tTdPGWh+hgw9QHNzEDg6CgquLEB9A6iROEkdBiCiCYxBEBKF9gCKZSysuTl3irKJTQRHquQ2ktWe45zv35r/8+WFKC93rqU4aHwijqcEof1JJ/g/Kvn3n0vQ3DOCj249kT8ZSHy8yv49xj8CpWYDZFiVD51jlBYq+XHon4lF+F6uEAXsyye3cBJwKriw16vTMRcMhFDT/tRTGXMic9roligm5H4PtKoey1yhMLHoxhQODtQjNnQH7lig/UzmXl77hS8eNTfMtKjV5eTDqN+vWlNSfW5Q3YmyPbptKe/LKpV3FHfQyOL5NvDpcwomMZe2vciaCmQDyq72O8abOtbcSQ/uvTLcZwdsEe8E4rIwxfdw0u62JPktZyGVkkA9URtI9/gBMHEiy1Gw+UgAAAABJRU5ErkJggg==)= ![O(n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAAAVBAMAAADCwWEQAAAAMFBMVEX///8WFhaKioowMDB0dHQMDAzMzMwEBAS2trYiIiLm5uZAQEBiYmJQUFCenp4AAAB4JSoOAAAAAXRSTlMAQObYZgAAARpJREFUGBlFjjFLw1AURg9tmsbGNh0dHDqIc3FwETG7gquLEH9BM4g4SZwdKoqLgwRERCcHJ1EIdLOtm4OI4B8QO4mKg99LeemFd+8534P7HkwqHWNtkojq0VidJJ8fg9dU8JSL2p2BqwxvF9y2Tc8F7p7aM0xFNvXf4TKTdRO2bIh3CCfGOiHDIiXG+zPWzTiCUq+0dio7o/xr0vUWO+BUF3mQ3VONTbqSotv5oMWS7I1Aq6n9wAjST9iW9gnaGvWvPOUF1yzsU2lqdDLMBmapN1OzwZHVNpVs6HxTCTO4hWPYD5UsQGNEcC2e0XeWh48KWRW28QfC2Pi4LizQuCkQP7FcjizpSfPFvA4smDlnpbg2gZOoqaZT/gG+zjylAiFq3wAAAABJRU5ErkJggg==).

Having a good MapKey function is imperative for avoiding the worst case. We must know something about the distribution of the data to come up with a good key.

### Optimizations

1. Save time: Save the MapKey(i) values so they don't have to be recomputed (as they are in the code above)
2. Save space: The proxMaps can be stored in the hitCount array,as the hit counts are not needed once the proxmap is computed; the data can be sorted back into A, instead of using A2, if one takes care to note which A values are have been sorted so far, and which not.

### Comparison with other sorting algorithms

Since ProxmapSort is not a [comparison sort](http://en.wikipedia.org/wiki/Comparison_sort), the Ω(*n* log *n*) lower bound is inapplicable. Its speed can be attributed to it not being comparison-based and using arrays instead of dynamically allocated objects and pointers that must be followed, such as is done with when using a [binary search tree](http://en.wikipedia.org/wiki/Binary_search_tree).

ProxmapSort allows for the use of ProxmapSearch. Despite the O(n) build time, ProxMapSearch makes up for it with its ![O(1)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACgAAAAVBAMAAADGNLEtAAAAMFBMVEX///8WFhaKioowMDB0dHQMDAzMzMwEBAS2trYiIiLm5uZAQEBiYmJQUFCenp4AAAB4JSoOAAAAAXRSTlMAQObYZgAAAP5JREFUGBlVkLtKA0EUhj/IGjejMZbaWfgAwU5ETG9hayOsT5BUkkrW2iKi2MqAiIiNhZUobK3GzioIvoBgJSiC/mf2EnLgn/9yzlwYGJcP0o0DqWYSbJQG+ngeeYkX4Vq4E7jKiPtQbwuL8udCfV/LKzQS3JqFM+9wmUkMUnZFrArxEZya6XYYGltIj/jXeJBxbBzCM2o/ZraW2KvCe6Z7ZjY8oRkm32jpWNw3fFaTT7TaMs2vyXBqXmE3Y2J7pLPcjhrbQn77LZzAQUd+pQoXIFofPprfFEZ/D94eX9VFqeZuSqV/SAtdSwohcvY2q8Oc8nW5MGUz2CgNNOv5B2AGNk+v4CVFAAAAAElFTkSuQmCC)average access time, making it very appealing for large databases. If the data doesn't need to be updated often, the access time may make this function more favorable than other [non-comparison sorting](http://en.wikipedia.org/w/index.php?title=Non-comparison_sorting&action=edit&redlink=1) based sorts.

### Generic bucket sort related to ProxmapSort

Like ProxmapSort, bucket sort generally operates on a list of *n* numeric inputs between zero and some maximum key or value *M* and divides the value range into *n* buckets each of size *M*/*n*. If each bucket is sorted using [insertion sort](http://en.wikipedia.org/wiki/Insertion_sort), ProxmapSort and bucket sort can be shown to run in predicted linear time.[[1]](http://en.wikipedia.org/wiki/Proxmap_sort#cite_note-0) However, the performance of this sort degrades with clustering (or too few buckets with too many keys); if many values occur close together, they will all fall into a single bucket and performance will be severely diminished. This behavior also holds for ProxmapSort: if the buckets are too large, its performance will degrade severely.

# 16. Smoothsort

|  |  |
| --- | --- |
| Smoothsort | |
| [A run of the smoothsort algorithm sorting an array that is mainly in order but with a few out-of-sequence elements.](http://en.wikipedia.org/wiki/File:Smoothsort.gif) | |
| **Class** | [Sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm) |
| **Data structure** | [Array](http://en.wikipedia.org/wiki/Array_data_structure) |
| [**Worst case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(n\log n) |
| [**Best case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(n) |
| [**Average case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(n\log n) |
| [**Worst case space complexity**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(n)total, O(1)auxiliary |

**Smoothsort**[[1]](http://en.wikipedia.org/wiki/Smoothsort" \l "cite_note-1) (method) is a [comparison-based](http://en.wikipedia.org/wiki/Comparison_sort) [sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm). It is a variation of [heapsort](http://en.wikipedia.org/wiki/Heapsort) developed by [Edsger Dijkstra](http://en.wikipedia.org/wiki/Edsger_Dijkstra) in 1981. Like heapsort, smoothsort's upper bound is [O](http://en.wikipedia.org/wiki/Big_O_notation)(*n* log *n*). The advantage of smoothsort is that it comes closer to O(*n*) time if the [input is already sorted to some degree](http://en.wikipedia.org/wiki/Adaptive_sort), whereas heapsort averages O(*n* log *n*) regardless of the initial sorted state.

|  |
| --- |
|  |

## Overview

Like [heapsort](http://en.wikipedia.org/wiki/Heapsort), smoothsort builds up an implicit heap data structure in the array to be sorted, then sorts the array by continuously extracting the maximum element from that heap. Unlike heapsort, smoothsort does not use a [binary heap](http://en.wikipedia.org/wiki/Binary_heap), but rather a custom heap based on the [Leonardo numbers](http://en.wikipedia.org/wiki/Leonardo_numbers) L(n). The heap structure consists of a string of heaps, the sizes of which are all Leonardo numbers, and whose roots are stored in ascending order. The advantage of this custom heap over binary heaps is that if the sequence is already sorted, it takes only ![O(n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAAAVBAMAAADCwWEQAAAAMFBMVEX///8WFhaKioowMDB0dHQMDAzMzMwEBAS2trYiIiLm5uZAQEBiYmJQUFCenp4AAAB4JSoOAAAAAXRSTlMAQObYZgAAARpJREFUGBlFjjFLw1AURg9tmsbGNh0dHDqIc3FwETG7gquLEH9BM4g4SZwdKoqLgwRERCcHJ1EIdLOtm4OI4B8QO4mKg99LeemFd+8534P7HkwqHWNtkojq0VidJJ8fg9dU8JSL2p2BqwxvF9y2Tc8F7p7aM0xFNvXf4TKTdRO2bIh3CCfGOiHDIiXG+zPWzTiCUq+0dio7o/xr0vUWO+BUF3mQ3VONTbqSotv5oMWS7I1Aq6n9wAjST9iW9gnaGvWvPOUF1yzsU2lqdDLMBmapN1OzwZHVNpVs6HxTCTO4hWPYD5UsQGNEcC2e0XeWh48KWRW28QfC2Pi4LizQuCkQP7FcjizpSfPFvA4smDlnpbg2gZOoqaZT/gG+zjylAiFq3wAAAABJRU5ErkJggg==)time to construct and deconstruct the heap, hence the better runtime.

Breaking the input up into a sequence of heaps is simple – the leftmost nodes of the array are made into the largest heap possible, and the remainder is likewise divided up. It can be proven [[2]](http://en.wikipedia.org/wiki/Smoothsort#cite_note-2) that:

* Any array of any length can so be divided up into sections of size L(x).
* No two heaps will have the same size. The string will therefore be a string of heaps strictly descending in size.
* No two heaps will have sizes that are consecutive Leonardo numbers, except for possibly the final two.

Each heap, having a size of L(x), is structured from left to right as a sub-heap of size L(x-1), a sub-heap of size L(x-2), and a root node, with the exception of heaps with a size of L(1) and L(0), which are singleton nodes. Each heap maintains the heap property that a root node is always at least as large as the root nodes of its child heaps (and therefore at least as large as all nodes in its child heaps), and the string of heaps as a whole maintains the string property that the root node of each heap is at least as large as the root node of the heap to the left.

The consequence of this is that the rightmost node in the string will always be the largest of the nodes, and, importantly, an array that is already sorted needs no rearrangement to be made into a valid series of heaps. This is the source of the adaptive qualities of the algorithm.

The algorithm is simple. We start by dividing up our unsorted array into a single heap of one element, followed by an unsorted portion. A one-element array is trivially a valid sequence of heaps. This sequence is then grown by adding one element at a time to the right, performing swaps to keep the sequence property and the heap property, until it fills the entire original array.

From this point on, the rightmost element of the sequence of heaps will be the largest element in any of the heaps, and will therefore be in its correct, final position. We then reduce the series of heaps back down to a single heap of one element by removing the rightmost node (which stays in place) and performing re-arrangements to restore the heap condition. When we are back down to a single heap of one element, the array is sorted.

## Operations

Ignoring (for the moment) Dijkstra's optimisations, two operations are necessary – increase the string by adding one element to the right, and decrease the string by removing the right most element (the root of the last heap), preserving the heap and string conditions.

### Grow the string by adding an element to the right

* If the last two heaps are of size L(x+1) and L(x) (i.e.: consecutive leonardo numbers), the new element becomes the root node of a bigger heap of size L(x+2). This heap will not necessarily have the heap property.
* If the last two heaps of the string are not consecutive Leonardo numbers, then the rightmost element becomes a new heap of size 1. This 1 is taken to be L(1), unless the rightmost heap already has size L(1), in which case the new one-element heap is taken to be of size L(0).

After this, the heap and string properties must be restored, which is usually done via a variant of [insertion sort](http://en.wikipedia.org/wiki/Insertion_sort). This is done as follows:

1. The rightmost heap (the one that has just been created) becomes the "current" heap
2. While there is a heap to the left of the current heap and its root is larger than the current root **and** both of its child heap roots
   * Then swap the new root with the root on the heap to the left (this will not disturb the heap property of the current heap). That heap then becomes the current heap.
3. Perform a "filter" operation on the current heap to establish the heap property:
   * While the current heap has a size greater than 1 and either child heap of the current heap has a root node greater than the root of the current heap
     + Swap the greater child root with the current root. That child heap becomes the current heap.

The filter operation is greatly simplified by the use of Leonardo numbers, as a heap will always either be a single node, or will have two children. One does not need to manage the condition of one of the child heaps not being present.

#### Optimisation

* If the new heap is going to become part of a larger heap by the time we are done, then don't bother establishing the string property: it only needs to be done when a heap has reached its final size.
  + To do this, look at how many elements are left after the new heap of size L(x). If there are more than L(x-1)+1, then this new heap is going to be merged.
* Do not maintain the heap property of the rightmost heap. If that heap becomes one of the final heaps of the string, then maintaining the string property will restore the heap property. Of course, whenever a new heap is created, then the rightmost heap is no longer the rightmost and the heap property needs to be restored.

### Shrink the string by removing the rightmost element

If the rightmost heap has a size of 1 (i.e., L(1) or L(0)), then nothing needs to be done. Simply remove that rightmost heap.

If the rightmost heap does not have a size of 1, then remove the root, exposing the two sub-heaps as members of the string. Restore the string property first on the left one and then on the right one.

#### Optimisation

* When restoring the string property, we do not need to compare the root of the heap to the left with the two child nodes of the heaps that have just been exposed, because we know that these newly exposed heaps have the heap property. Just compare it to the root.

## Memory usage

The smoothsort algorithm needs to be able to hold in memory the sizes of all of the heaps in the string. Since all these values are distinct, this is usually done using a [bit vector](http://en.wikipedia.org/wiki/Bit_vector). Moreover, since there are at most O(log n) numbers in the sequence, these bits can be encoded in O(1) machine words, assuming a [transdichotomous machine model](http://en.wikipedia.org/wiki/Transdichotomous_model).

## Java implementation

This code uses **lo** and **hi** as the bounds of the array *inclusive*. Note that this is not the usual convention. Further note, that this implementation is a little flawed: The bitmap p only holds 32 bits and therefore limits the maximum number of heaps in the entire string to 32 (not counting the right-most heap of size LP[0]), which will eventually overflow if you try to sort an array of more than LP[32]+1 = 7049156 elements. This can be solved by using a long-bitmap wide enough to hold a single bit for every Leonardo-number that could be used as an array index in Java, which is exactly one more than the index of the largest such number (i.e. the largest one that fits into a 32-bit signed integer, as commented on LP) and is therefore equal to the length of LP which is 43.

// by keeping these constants, we can avoid the tiresome business

// of keeping track of Dijkstra's b and c. Instead of keeping

// b and c, I will keep an index into this array.

static final int LP[] = { 1, 1, 3, 5, 9, 15, 25, 41, 67, 109,

177, 287, 465, 753, 1219, 1973, 3193, 5167, 8361, 13529, 21891,

35421, 57313, 92735, 150049, 242785, 392835, 635621, 1028457,

1664079, 2692537, 4356617, 7049155, 11405773, 18454929, 29860703,

48315633, 78176337, 126491971, 204668309, 331160281, 535828591,

866988873 // the next number is > 31 bits.

};

public static <C extends Comparable<? super C>> void sort(C[] m,

int lo, int hi) {

int head = lo; // the offset of the first element of the prefix into m

// These variables need a little explaining. If our string of heaps

// is of length 38, then the heaps will be of size 25+9+3+1, which are

// Leonardo numbers 6, 4, 2, 1.

// Turning this into a binary number, we get b01010110 = 0x56. We represent

// this number as a pair of numbers by right-shifting all the zeros and

// storing the mantissa and exponent as "p" and "pshift".

// This is handy, because the exponent is the index into L[] giving the

// size of the rightmost heap, and because we can instantly find out if

// the rightmost two heaps are consecutive Leonardo numbers by checking

// (p&3)==3

int p = 1; // the bitmap of the current standard concatenation >> pshift

int pshift = 1;

while (head < hi) {

if ((p & 3) == 3) {

// Add 1 by merging the first two blocks into a larger one.

// The next Leonardo number is one bigger.

sift(m, pshift, head);

p >>>= 2;

pshift += 2;

} else {

// adding a new block of length 1

if (LP[pshift - 1] >= hi - head) {

// this block is its final size.

trinkle(m, p, pshift, head, false);

} else {

// this block will get merged. Just make it trusty.

sift(m, pshift, head);

}

if (pshift == 1) {

// LP[1] is being used, so we add use LP[0]

p <<= 1;

pshift--;

} else {

// shift out to position 1, add LP[1]

p <<= (pshift - 1);

pshift = 1;

}

}

p |= 1;

head++;

}

trinkle(m, p, pshift, head, false);

while (pshift != 1 || p != 1) {

if (pshift <= 1) {

// block of length 1. No fiddling needed

int trail = Integer.numberOfTrailingZeros(p & ~1);

p >>>= trail;

pshift += trail;

} else {

p <<= 2;

p ^= 7;

pshift -= 2;

// This block gets broken into three bits. The rightmost

// bit is a block of length 1. The left hand part is split into

// two, a block of length LP[pshift+1] and one of LP[pshift].

// Both these two are appropriately heapified, but the root

// nodes are not necessarily in order. We therefore semitrinkle

// both of them

trinkle(m, p >>> 1, pshift + 1, head - LP[pshift] - 1, true);

trinkle(m, p, pshift, head - 1, true);

}

head--;

}

}

private static <C extends Comparable<? super C>> void sift(C[] m, int pshift,

int head) {

// we do not use Floyd's improvements to the heapsort sift, because we

// are not doing what heapsort does - always moving nodes from near

// the bottom of the tree to the root.

C val = m[head];

while (pshift > 1) {

int rt = head - 1;

int lf = head - 1 - LP[pshift - 2];

if (val.compareTo(m[lf]) >= 0 && val.compareTo(m[rt]) >= 0)

break;

if (m[lf].compareTo(m[rt]) >= 0) {

m[head] = m[lf];

head = lf;

pshift -= 1;

} else {

m[head] = m[rt];

head = rt;

pshift -= 2;

}

}

m[head] = val;

}

private static <C extends Comparable<? super C>> void trinkle(C[] m, int p,

int pshift, int head, boolean isTrusty) {

C val = m[head];

while (p != 1) {

int stepson = head - LP[pshift];

if (m[stepson].compareTo(val) <= 0)

break; // current node is greater than head. Sift.

// no need to check this if we know the current node is trusty,

// because we just checked the head (which is val, in the first

// iteration)

if (!isTrusty && pshift > 1) {

int rt = head - 1;

int lf = head - 1 - LP[pshift - 2];

if (m[rt].compareTo(m[stepson]) >= 0

|| m[lf].compareTo(m[stepson]) >= 0)

break;

}

m[head] = m[stepson];

head = stepson;

int trail = Integer.numberOfTrailingZeros(p & ~1);

p >>>= trail;

pshift += trail;

isTrusty = false;

}

if (!isTrusty) {

m[head] = val;

sift(m, pshift, head);

}

}

# 17. Smoothsort

|  |  |
| --- | --- |
| Smoothsort | |
| [A run of the smoothsort algorithm sorting an array that is mainly in order but with a few out-of-sequence elements.](http://en.wikipedia.org/wiki/File:Smoothsort.gif) | |
| **Class** | [Sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm) |
| **Data structure** | [Array](http://en.wikipedia.org/wiki/Array_data_structure) |
| [**Worst case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(n\log n) |
| [**Best case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(n) |
| [**Average case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(n\log n) |
| [**Worst case space complexity**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(n)total, O(1)auxiliary |

**Smoothsort**[[1]](http://en.wikipedia.org/wiki/Smoothsort" \l "cite_note-1) (method) is a [comparison-based](http://en.wikipedia.org/wiki/Comparison_sort) [sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm). It is a variation of [heapsort](http://en.wikipedia.org/wiki/Heapsort) developed by [Edsger Dijkstra](http://en.wikipedia.org/wiki/Edsger_Dijkstra) in 1981. Like heapsort, smoothsort's upper bound is [O](http://en.wikipedia.org/wiki/Big_O_notation)(*n* log *n*). The advantage of smoothsort is that it comes closer to O(*n*) time if the [input is already sorted to some degree](http://en.wikipedia.org/wiki/Adaptive_sort), whereas heapsort averages O(*n* log *n*) regardless of the initial sorted state.

|  |
| --- |
|  |

## Overview

Like [heapsort](http://en.wikipedia.org/wiki/Heapsort), smoothsort builds up an implicit heap data structure in the array to be sorted, then sorts the array by continuously extracting the maximum element from that heap. Unlike heapsort, smoothsort does not use a [binary heap](http://en.wikipedia.org/wiki/Binary_heap), but rather a custom heap based on the [Leonardo numbers](http://en.wikipedia.org/wiki/Leonardo_numbers) L(n). The heap structure consists of a string of heaps, the sizes of which are all Leonardo numbers, and whose roots are stored in ascending order. The advantage of this custom heap over binary heaps is that if the sequence is already sorted, it takes only ![O(n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAAAVBAMAAADCwWEQAAAAMFBMVEX///8WFhaKioowMDB0dHQMDAzMzMwEBAS2trYiIiLm5uZAQEBiYmJQUFCenp4AAAB4JSoOAAAAAXRSTlMAQObYZgAAARpJREFUGBlFjjFLw1AURg9tmsbGNh0dHDqIc3FwETG7gquLEH9BM4g4SZwdKoqLgwRERCcHJ1EIdLOtm4OI4B8QO4mKg99LeemFd+8534P7HkwqHWNtkojq0VidJJ8fg9dU8JSL2p2BqwxvF9y2Tc8F7p7aM0xFNvXf4TKTdRO2bIh3CCfGOiHDIiXG+zPWzTiCUq+0dio7o/xr0vUWO+BUF3mQ3VONTbqSotv5oMWS7I1Aq6n9wAjST9iW9gnaGvWvPOUF1yzsU2lqdDLMBmapN1OzwZHVNpVs6HxTCTO4hWPYD5UsQGNEcC2e0XeWh48KWRW28QfC2Pi4LizQuCkQP7FcjizpSfPFvA4smDlnpbg2gZOoqaZT/gG+zjylAiFq3wAAAABJRU5ErkJggg==)time to construct and deconstruct the heap, hence the better runtime.

Breaking the input up into a sequence of heaps is simple – the leftmost nodes of the array are made into the largest heap possible, and the remainder is likewise divided up. It can be proven [[2]](http://en.wikipedia.org/wiki/Smoothsort#cite_note-2) that:

* Any array of any length can so be divided up into sections of size L(x).
* No two heaps will have the same size. The string will therefore be a string of heaps strictly descending in size.
* No two heaps will have sizes that are consecutive Leonardo numbers, except for possibly the final two.

Each heap, having a size of L(x), is structured from left to right as a sub-heap of size L(x-1), a sub-heap of size L(x-2), and a root node, with the exception of heaps with a size of L(1) and L(0), which are singleton nodes. Each heap maintains the heap property that a root node is always at least as large as the root nodes of its child heaps (and therefore at least as large as all nodes in its child heaps), and the string of heaps as a whole maintains the string property that the root node of each heap is at least as large as the root node of the heap to the left.

The consequence of this is that the rightmost node in the string will always be the largest of the nodes, and, importantly, an array that is already sorted needs no rearrangement to be made into a valid series of heaps. This is the source of the adaptive qualities of the algorithm.

The algorithm is simple. We start by dividing up our unsorted array into a single heap of one element, followed by an unsorted portion. A one-element array is trivially a valid sequence of heaps. This sequence is then grown by adding one element at a time to the right, performing swaps to keep the sequence property and the heap property, until it fills the entire original array.

From this point on, the rightmost element of the sequence of heaps will be the largest element in any of the heaps, and will therefore be in its correct, final position. We then reduce the series of heaps back down to a single heap of one element by removing the rightmost node (which stays in place) and performing re-arrangements to restore the heap condition. When we are back down to a single heap of one element, the array is sorted.

## Operations

Ignoring (for the moment) Dijkstra's optimisations, two operations are necessary – increase the string by adding one element to the right, and decrease the string by removing the right most element (the root of the last heap), preserving the heap and string conditions.

### Grow the string by adding an element to the right

* If the last two heaps are of size L(x+1) and L(x) (i.e.: consecutive leonardo numbers), the new element becomes the root node of a bigger heap of size L(x+2). This heap will not necessarily have the heap property.
* If the last two heaps of the string are not consecutive Leonardo numbers, then the rightmost element becomes a new heap of size 1. This 1 is taken to be L(1), unless the rightmost heap already has size L(1), in which case the new one-element heap is taken to be of size L(0).

After this, the heap and string properties must be restored, which is usually done via a variant of [insertion sort](http://en.wikipedia.org/wiki/Insertion_sort). This is done as follows:

1. The rightmost heap (the one that has just been created) becomes the "current" heap
2. While there is a heap to the left of the current heap and its root is larger than the current root **and** both of its child heap roots
   * Then swap the new root with the root on the heap to the left (this will not disturb the heap property of the current heap). That heap then becomes the current heap.
3. Perform a "filter" operation on the current heap to establish the heap property:
   * While the current heap has a size greater than 1 and either child heap of the current heap has a root node greater than the root of the current heap
     + Swap the greater child root with the current root. That child heap becomes the current heap.

The filter operation is greatly simplified by the use of Leonardo numbers, as a heap will always either be a single node, or will have two children. One does not need to manage the condition of one of the child heaps not being present.

#### Optimisation

* If the new heap is going to become part of a larger heap by the time we are done, then don't bother establishing the string property: it only needs to be done when a heap has reached its final size.
  + To do this, look at how many elements are left after the new heap of size L(x). If there are more than L(x-1)+1, then this new heap is going to be merged.
* Do not maintain the heap property of the rightmost heap. If that heap becomes one of the final heaps of the string, then maintaining the string property will restore the heap property. Of course, whenever a new heap is created, then the rightmost heap is no longer the rightmost and the heap property needs to be restored.

### Shrink the string by removing the rightmost element

If the rightmost heap has a size of 1 (i.e., L(1) or L(0)), then nothing needs to be done. Simply remove that rightmost heap.

If the rightmost heap does not have a size of 1, then remove the root, exposing the two sub-heaps as members of the string. Restore the string property first on the left one and then on the right one.

#### Optimisation

* When restoring the string property, we do not need to compare the root of the heap to the left with the two child nodes of the heaps that have just been exposed, because we know that these newly exposed heaps have the heap property. Just compare it to the root.

## Memory usage

The smoothsort algorithm needs to be able to hold in memory the sizes of all of the heaps in the string. Since all these values are distinct, this is usually done using a [bit vector](http://en.wikipedia.org/wiki/Bit_vector). Moreover, since there are at most O(log n) numbers in the sequence, these bits can be encoded in O(1) machine words, assuming a [transdichotomous machine model](http://en.wikipedia.org/wiki/Transdichotomous_model).

## Java implementation

This code uses **lo** and **hi** as the bounds of the array *inclusive*. Note that this is not the usual convention. Further note, that this implementation is a little flawed: The bitmap p only holds 32 bits and therefore limits the maximum number of heaps in the entire string to 32 (not counting the right-most heap of size LP[0]), which will eventually overflow if you try to sort an array of more than LP[32]+1 = 7049156 elements. This can be solved by using a long-bitmap wide enough to hold a single bit for every Leonardo-number that could be used as an array index in Java, which is exactly one more than the index of the largest such number (i.e. the largest one that fits into a 32-bit signed integer, as commented on LP) and is therefore equal to the length of LP which is 43.

// by keeping these constants, we can avoid the tiresome business

// of keeping track of Dijkstra's b and c. Instead of keeping

// b and c, I will keep an index into this array.

static final int LP[] = { 1, 1, 3, 5, 9, 15, 25, 41, 67, 109,

177, 287, 465, 753, 1219, 1973, 3193, 5167, 8361, 13529, 21891,

35421, 57313, 92735, 150049, 242785, 392835, 635621, 1028457,

1664079, 2692537, 4356617, 7049155, 11405773, 18454929, 29860703,

48315633, 78176337, 126491971, 204668309, 331160281, 535828591,

866988873 // the next number is > 31 bits.

};

public static <C extends Comparable<? super C>> void sort(C[] m,

int lo, int hi) {

int head = lo; // the offset of the first element of the prefix into m

// These variables need a little explaining. If our string of heaps

// is of length 38, then the heaps will be of size 25+9+3+1, which are

// Leonardo numbers 6, 4, 2, 1.

// Turning this into a binary number, we get b01010110 = 0x56. We represent

// this number as a pair of numbers by right-shifting all the zeros and

// storing the mantissa and exponent as "p" and "pshift".

// This is handy, because the exponent is the index into L[] giving the

// size of the rightmost heap, and because we can instantly find out if

// the rightmost two heaps are consecutive Leonardo numbers by checking

// (p&3)==3

int p = 1; // the bitmap of the current standard concatenation >> pshift

int pshift = 1;

while (head < hi) {

if ((p & 3) == 3) {

// Add 1 by merging the first two blocks into a larger one.

// The next Leonardo number is one bigger.

sift(m, pshift, head);

p >>>= 2;

pshift += 2;

} else {

// adding a new block of length 1

if (LP[pshift - 1] >= hi - head) {

// this block is its final size.

trinkle(m, p, pshift, head, false);

} else {

// this block will get merged. Just make it trusty.

sift(m, pshift, head);

}

if (pshift == 1) {

// LP[1] is being used, so we add use LP[0]

p <<= 1;

pshift--;

} else {

// shift out to position 1, add LP[1]

p <<= (pshift - 1);

pshift = 1;

}

}

p |= 1;

head++;

}

trinkle(m, p, pshift, head, false);

while (pshift != 1 || p != 1) {

if (pshift <= 1) {

// block of length 1. No fiddling needed

int trail = Integer.numberOfTrailingZeros(p & ~1);

p >>>= trail;

pshift += trail;

} else {

p <<= 2;

p ^= 7;

pshift -= 2;

// This block gets broken into three bits. The rightmost

// bit is a block of length 1. The left hand part is split into

// two, a block of length LP[pshift+1] and one of LP[pshift].

// Both these two are appropriately heapified, but the root

// nodes are not necessarily in order. We therefore semitrinkle

// both of them

trinkle(m, p >>> 1, pshift + 1, head - LP[pshift] - 1, true);

trinkle(m, p, pshift, head - 1, true);

}

head--;

}

}

private static <C extends Comparable<? super C>> void sift(C[] m, int pshift,

int head) {

// we do not use Floyd's improvements to the heapsort sift, because we

// are not doing what heapsort does - always moving nodes from near

// the bottom of the tree to the root.

C val = m[head];

while (pshift > 1) {

int rt = head - 1;

int lf = head - 1 - LP[pshift - 2];

if (val.compareTo(m[lf]) >= 0 && val.compareTo(m[rt]) >= 0)

break;

if (m[lf].compareTo(m[rt]) >= 0) {

m[head] = m[lf];

head = lf;

pshift -= 1;

} else {

m[head] = m[rt];

head = rt;

pshift -= 2;

}

}

m[head] = val;

}

private static <C extends Comparable<? super C>> void trinkle(C[] m, int p,

int pshift, int head, boolean isTrusty) {

C val = m[head];

while (p != 1) {

int stepson = head - LP[pshift];

if (m[stepson].compareTo(val) <= 0)

break; // current node is greater than head. Sift.

// no need to check this if we know the current node is trusty,

// because we just checked the head (which is val, in the first

// iteration)

if (!isTrusty && pshift > 1) {

int rt = head - 1;

int lf = head - 1 - LP[pshift - 2];

if (m[rt].compareTo(m[stepson]) >= 0

|| m[lf].compareTo(m[stepson]) >= 0)

break;

}

m[head] = m[stepson];

head = stepson;

int trail = Integer.numberOfTrailingZeros(p & ~1);

p >>>= trail;

pshift += trail;

isTrusty = false;

}

if (!isTrusty) {

m[head] = val;

sift(m, pshift, head);

}

}

# 18. Stooge sort

|  |  |
| --- | --- |
| Stooge sort | |
| Visualization of Stooge sort. | |
| **Class** | [Sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm) |
| **Data structure** | [Array](http://en.wikipedia.org/wiki/Array_data_structure) |
| [**Worst case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(*n*log 3 /log 1.5) |
| [**Worst case space complexity**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(*n*) |

**Stooge sort** is a [recursive](http://en.wikipedia.org/wiki/Recursion) [sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm) with a time complexity of O(*n*log 3 / log 1.5 ) = O(*n*2.7095...). The running time of the algorithm is thus extremely slow compared to efficient sorting algorithms, such as [Merge sort](http://en.wikipedia.org/wiki/Merge_sort), and is even slower than [Bubble sort](http://en.wikipedia.org/wiki/Bubble_sort), a canonical example of a fairly inefficient and simple sort.

The algorithm is defined as follows:

* If the value at the end is smaller than the value at the start, swap them.
* If there are three or more elements in the current list subset, then:
  + Stooge sort the initial 2/3 of the list
  + Stooge sort the final 2/3 of the list
  + Stooge sort the initial 2/3 of the list again
* else: exit the procedure

The algorithm gets its name from [slapstick](http://en.wikipedia.org/wiki/Slapstick) routines of the [Three Stooges](http://en.wikipedia.org/wiki/Three_Stooges), in which each stooge hits the other two.[*[citation needed](http://en.wikipedia.org/wiki/Wikipedia:Citation_needed" \o "Wikipedia:Citation needed)*]

## Implementation

algorithm stoogesort(array L, i = 0, j = length(L)-1)

if L[j] < L[i] then

L[i] ↔ L[j]

if (j - i + 1) >= 3 then

t = (j - i + 1) / 3

stoogesort(L, i , j-t)

stoogesort(L, i+t, j )

stoogesort(L, i , j-t)

return L

# 19. Tim sort

|  |  |
| --- | --- |
| Timsort | |
| **Class** | [Sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm) |
| **Data structure** | [Array](http://en.wikipedia.org/wiki/Array_data_structure) |
| [**Worst case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(n\log n)[[1]](http://en.wikipedia.org/wiki/Timsort#cite_note-1) |
| [**Best case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(n) |
| [**Average case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(n\log n) |
| [**Worst case space complexity**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(n) |

**Timsort** is a hybrid [sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm), derived from [merge sort](http://en.wikipedia.org/wiki/Merge_sort) and [insertion sort](http://en.wikipedia.org/wiki/Insertion_sort), designed to perform well on many kinds of real-world data. It was invented by Tim Peters in 2002 for use in the [Python programming language](http://en.wikipedia.org/wiki/Python_%28programming_language%29). The [algorithm](http://en.wikipedia.org/wiki/Algorithm) finds subsets of the data that are already ordered, and uses the subsets to sort the data more efficiently. This is done by merging an identified subset, called a run, with existing runs until certain criteria are fulfilled. Timsort has been Python's standard sorting algorithm since version 2.3. It is now also used to sort arrays in [Java SE 7](http://en.wikipedia.org/wiki/Java_7),[[2]](http://en.wikipedia.org/wiki/Timsort" \l "cite_note-2) and on the [Android platform](http://en.wikipedia.org/wiki/Android_%28operating_system%29).[[3]](http://en.wikipedia.org/wiki/Timsort#cite_note-3)

|  |
| --- |
|  |

## Operation

Timsort was designed to take advantage of partial orderings that already exist in most real-world data. Timsort operates by finding runs, subsets of at least two elements, in the data. Runs can be either non-descending (each element is equal to or greater than its predecessor) or strictly descending (each element is lower than its predecessor). If it is descending, it must be strictly descending, since descending runs are later reversed by a simple swap of elements from both ends converging in the middle. This method is [stable](http://en.wikipedia.org/wiki/Sorting_algorithm#Stability) if the elements are present in a strictly descending order. After obtaining such a run in the given array, timsort processes it, and then continues its search for the next run.

### Minrun
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Timsort algorithm searches for such ordered sequences, minruns, to perform its sort

A natural run is a sub-array that is already ordered. Natural runs in real-world data may be of varied lengths. Timsort chooses a sorting technique depending on the length of the run. For example, if the run length is smaller than a certain value, insertion sort is used. Thus timsort is classified as an adaptive sort.[[4]](http://en.wikipedia.org/wiki/Timsort#cite_note-python_timsort-4)

The size of the run is checked against the minimum run size. The minimum run size (minrun) depends on the size of the [array](http://en.wikipedia.org/wiki/Array_data_type). For an array of fewer than 64 elements, the minrun is the size of the array, making Timsort essentially an insertion sort. For larger arrays, a number, referred to as minrun, is chosen from the range 32 to 65, such that the size of the array, divided by the minimum run size, is equal to, or slightly smaller than, a power of two. The final algorithm for this simply takes the six most significant bits of the size of the array, adds one if any of the remaining bits are set, and uses that result as the minrun. This algorithm works for all cases, including the one in which the size of the array is smaller than 64.[[4]](http://en.wikipedia.org/wiki/Timsort#cite_note-python_timsort-4)

### Insertion Sort

When an array is random, a natural run will most likely contain less than minrun elements. In this case, an appropriate number of succeeding elements are selected, and insertion sort is used to increase the size of the run to minrun size. Thus, most runs in a random array are, or become, minrun in length. This results in balanced merges, which provides an efficient way to proceed. It also results in a reasonable number of function calls in the implementation of the sort.[[5]](http://en.wikipedia.org/wiki/Timsort#cite_note-drmaciver-5)

### Merge Memory
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The minruns are inserted in a [stack](http://en.wikipedia.org/wiki/Stack_%28data_structure%29). If X < Y + Z then X and Y are merged and then inserted into a stack. In this way, merging is continued until all arrays satisfy a) X > Y + Z and b) Y > Z

Once run lengths are optimized, the runs are merged. The principle of Timsort implies that it will be merged by a specific technique that will ensure the highest efficiency. When a run is found, the algorithm pushes its base address and length on a stack. A function is then called which determines whether the run should be merged with previous runs. Timsort does not merge non-consecutive runs because doing this would cause the element common to all three runs to become out of order with respect to the middle run.

Thus, merging is always done on two consecutive runs. For this, the three top-most runs in the stack which are unsorted are considered. If, say, X, Y, Z represent the lengths of the three uppermost runs in the stack, the algorithm merges the runs so that ultimately the following two rules are satisfied:

1. X > Y + Z
2. Y > Z[[4]](http://en.wikipedia.org/wiki/Timsort#cite_note-python_timsort-4)

For example, if the first of the two rules is not satisfied by the current run status, that is, if X < Y + Z, then, Y is merged with the smaller of X and Z. The merging continues until both the rules are satisfied. Then the algorithm goes on to determine the next run.[[5]](http://en.wikipedia.org/wiki/Timsort#cite_note-drmaciver-5)

The rules above aim at maintaining run lengths as close to each other as possible to ensure balanced merges, which are more efficient. At the same time only a small number of runs may be remembered, as the stack is of a specific size. The algorithm also tries to exploit the fresh occurrence of the runs to be merged, in [cache memory](http://en.wikipedia.org/wiki/CPU_cache). Thus a compromise is attained between delaying merging, and exploiting fresh occurrence in cache memory.

### Merging Procedure
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Algorithm creates a temporary memory equal to size of smaller array. Then, it shifts elements in (say if X is smaller) X to the temporary memory and then sorts and fills elements in final order into combined space of X and Y

Merging two adjacent runs is done with the help of temporary memory. The temporary memory is of the size of the minimum of the two runs. The algorithm copies the smaller of the two runs into this temporary memory and then uses the original memory (of the smaller run) and the memory of the other run to store the final run after sorting.

A simple merge algorithm is then run left to right or right to left depending on which run is smaller, on the temporary memory and original memory of the larger run, the final sorted run being stored in the original memory of the two initial runs. In order to make this more efficient, Timsort searches for appropriate positions for the starting element of one array in the other using an adaptation of [binary search](http://en.wikipedia.org/wiki/Binary_search).

Say, for example, two runs A and B are to be merged, with A as the smaller run. In this case a binary search is conducted in order to find the position in A where the first element of B will fit. Note that A and B are already sorted individually. Therefore, when such an appropriate position is found, the algorithm can ignore elements before that position in A while inserting (after comparing) elements of B. Similarly, the algorithm also looks for the position which the last element of A needs to take in B. The elements in B after this position can also be ignored for the merging. This preliminary searching may not prove efficient in the case of random data, however it is found to be highly efficient in other situations and is hence included.

### Galloping Mode
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Elements (pointed to by blue arrow) are compared and the smaller element is moved to its final position (pointed to by red arrow).

Generally the merge occurs in what is called the ‘one pair at a time’ mode, where respective elements of both runs are compared. In the case where function merge\_lo is invoked, that is, when the algorithm merges left-to-right, the smaller of the two is brought to a merge area. A count of the number of times the final element appears in a given run is recorded. When this value reaches a certain threshold, MIN\_GALLOP, the merge switches to what is called the ‘galloping mode’. In this mode we use the previously mentioned adaptation of binary search to identify where the first element of the smaller array must be placed in the larger array and vice-versa. Thus the entire set of elements, in one array, occurring before this location can be moved to the merge area as a group and the other way round. This is possible as we have both the runs to be merged, ordered individually. The galloping mode is entered only when it is the most optimum method for the merge; this is decided by the value of min-gallop. Min-gallop is a variable initialized to MIN\_GALLOP. However the functions merge-lo and merge-hi increment the value of the variable, if galloping is not efficient, and decrement it if it is. If too many consecutive elements come from different runs, galloping mode is exited.[[4]](http://en.wikipedia.org/wiki/Timsort#cite_note-python_timsort-4)

When in galloping mode, the algorithm searches for the first element of one array in the other. This is done by comparing that first element (initial element) with the zeroth element of the other array, then the first, the third and so on, that is (2k - 1)th element, so as to get a range of elements between which the initial element will lie. This provides a shorter range to conduct binary search on, thus increasing efficiency. Galloping proves to be more efficient except in cases with especially long runs, but random data usually has shorter runs. Also, in cases where galloping is found to be less efficient as compared to [binary search](http://en.wikipedia.org/wiki/Binary_search_algorithm), galloping mode is exited from.
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[![http://bits.wikimedia.org/static-1.21wmf3/skins/common/images/magnify-clip.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAALCAAAAACFLIiAAAAAAnRSTlMA/1uRIrUAAAACYktHRAD/h4/MvwAAAAlwSFlzAAAK8AAACvABQqw0mAAAAAd0SU1FB9UEAhIREfdlPYsAAABPSURBVAjXY/j///+5vXDwjAHIr26ZAgXZe8H8a/+hoIcw/9nevdVL9+79DuPvzQYZFPUezu8BMZLXgkExnD8HAu6hqv//n+HZVjD4DuUDAKlChD3fj6aPAAAAAElFTkSuQmCC)](http://en.wikipedia.org/wiki/File:Copy_galloping_mode_timsort%282%29.svg)

All red elements are smaller than blue (here, 21). Thus they can be moved in a chunk to the final array.

However it is found that galloping is not always efficient. One reason is due to excessive function calls. Function calls are expensive and thus when they are large in number, they hamper program efficiency. Further there are cases where galloping mode requires a larger number of comparisons than a simple [linear search](http://en.wikipedia.org/wiki/Linear_search) (one at a time search). While for the first few cases both modes may require the same number of comparisons, over time galloping mode requires 33% more comparisons than linear search to arrive at the same results. Moreover all comparisons in galloping mode are done by [function calls](http://en.wikipedia.org/wiki/Function_call).

Also, it is seen that galloping is beneficial only when the initial element is not one of the first seven elements of the other run. This also results in MIN\_GALLOP being set to 7. To avoid the drawbacks of galloping mode, the merging functions adjust the value of min-gallop. If the element is from the array currently under consideration (that is, the array which has been returning the elements consecutively for a while), the value of min-gallop is reduced by one. Otherwise, the value is incremented by one, thus discouraging entry back to galloping mode. When this is done, in the case of random data, the value of min-gallop becomes so large, that the entry back to galloping mode never takes place.

In the case where merge-hi is used (that is, merging is done right-to-left), galloping needs to start from the right end of the data, that is the last element. Galloping from the beginning also gives the required results, but makes more comparisons than required. Thus, the algorithm for galloping includes the use of a variable which gives the index at which galloping should begin. Thus the algorithm can enter galloping mode at any index and continue thereon as mentioned above, as in, it will check at the next index which is offset by 1, 3, 7,...., (2k - 1).. and so on from the current index. In the case of merge-hi, the offsets to the index will be -1, -3, -7,....[[4]](http://en.wikipedia.org/wiki/Timsort" \l "cite_note-python_timsort-4)

## Performance

According to [information theory](http://en.wikipedia.org/wiki/Information_theory), no [comparison sort](http://en.wikipedia.org/wiki/Comparison_sort) can perform better than ![\Theta(n \log n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFMAAAAVBAMAAADInc9CAAAAMFBMVEX///8wMDAWFhaenp4EBASKiooiIiLm5uYMDAx0dHS2trZAQEBiYmJQUFDMzMwAAACTugAgAAAAAXRSTlMAQObYZgAAAd9JREFUKBWdkj9IHEEUxr+9u/Vu9/b+QMBgEbALhEAUK0F0G1EIJtdYCIrXWBoXAp5WZycKhrXyb8iSIghCspBCEBI3tSc5UsTmhCUETSPZxggWnt/s3Y2HiEKmmO97b34zzJs3wH8Mw79r07pYTB8d7AodFpMYemuuZppnxWK06mO6zB1ZufLbllYasawOMBwCFEemE7egeAAUPSLvfEQkiVvRTuC7TybjYuMeNANMzRYKr9+bmOBdvqlrD7mDp56uHQIb+yOfgdHsyLIFRDowWKxWqx8CPAG02C4ehaj+GH8sdU43PwL2c0cpsxYbg0ZXV/dxAFbXW8xhMkR5ruK2uDgDoidnaCGaKuMZ1xAxEVD6gH5Kwv7kQzOTeYEiGiCWAwy3XlYW58z+RFpIwh4neq4PqHOMUnn8tUI0fKxxBy+YfYpUOyU81Qj0t5sMEPHwg5L0oIkWLAGLlAtSnkBjvGtW85niQzpYMFgWL1FvbFt4q8yJLdDoPLYs9WtBoCzgcpZJh83/En4XtkBzkSrxu+wtYbu0A7ys/vP5ukDFI8pd9THTMFKnnfipKaMx6ZDsuPY1J1r9RiZfSYd4/trX3C8L0fZGUncbjtrT5EObrpQqMqdIR6P6zdFNvwJcASwEf7VK9Ay+AAAAAElFTkSuQmCC)comparisons in the average case. On real-world data, Timsort often requires far fewer than ![\Theta(n \log n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFMAAAAVBAMAAADInc9CAAAAMFBMVEX///8wMDAWFhaenp4EBASKiooiIiLm5uYMDAx0dHS2trZAQEBiYmJQUFDMzMwAAACTugAgAAAAAXRSTlMAQObYZgAAAd9JREFUKBWdkj9IHEEUxr+9u/Vu9/b+QMBgEbALhEAUK0F0G1EIJtdYCIrXWBoXAp5WZycKhrXyb8iSIghCspBCEBI3tSc5UsTmhCUETSPZxggWnt/s3Y2HiEKmmO97b34zzJs3wH8Mw79r07pYTB8d7AodFpMYemuuZppnxWK06mO6zB1ZufLbllYasawOMBwCFEemE7egeAAUPSLvfEQkiVvRTuC7TybjYuMeNANMzRYKr9+bmOBdvqlrD7mDp56uHQIb+yOfgdHsyLIFRDowWKxWqx8CPAG02C4ehaj+GH8sdU43PwL2c0cpsxYbg0ZXV/dxAFbXW8xhMkR5ruK2uDgDoidnaCGaKuMZ1xAxEVD6gH5Kwv7kQzOTeYEiGiCWAwy3XlYW58z+RFpIwh4neq4PqHOMUnn8tUI0fKxxBy+YfYpUOyU81Qj0t5sMEPHwg5L0oIkWLAGLlAtSnkBjvGtW85niQzpYMFgWL1FvbFt4q8yJLdDoPLYs9WtBoCzgcpZJh83/En4XtkBzkSrxu+wtYbu0A7ys/vP5ukDFI8pd9THTMFKnnfipKaMx6ZDsuPY1J1r9RiZfSYd4/trX3C8L0fZGUncbjtrT5EObrpQqMqdIR6P6zdFNvwJcASwEf7VK9Ay+AAAAAElFTkSuQmCC)comparisons, because it takes advantage of the fact that sublists of the data may already be in order.[[6]](http://en.wikipedia.org/wiki/Timsort#cite_note-6) In case of random data, there are no partially ordered subarrays to take advantage of. In this case, timsort approaches the theoretical limit of ![\log(n!)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADgAAAAVBAMAAADhmjDFAAAAMFBMVEX///8WFhaenp5iYmJQUFBAQEDMzMwMDAx0dHQEBATm5uaKiooiIiIwMDC2trYAAABTeDHwAAAAAXRSTlMAQObYZgAAAVtJREFUKBVVkb9LQlEUxz9q6vP54/UXiE2NvUGhouFFEY2CS/SLtzg4hE0hTg6tVmMQwRszqJSWRglqicI/wYaghqipwAY7N73PPMv5fs/n3Hs498J4mL4dKb+04iujC+8PvhURygxdyWYdzOP/cEebjw4Xoivaq3yvTdkhnBmHkUkNr2xS7XEYcjS0anCkYGo162EUNuqZRBOuOzcLHjFRtwpOYVZpUbp0Yy7UTt2wQ7QLBQVPYIs75CbLI+7+kMwTkLZlgcEvOOQRq4klqwU/idVIeJATaPQEum/eNAoy0absERal4ODk6+y8QOkP2CyaGALVtWrmJoIg2pWGLpWQaFhTsEVkj/1zD5KywAz0zmjYkKb47QQLOZdGv5/GyENddrCRh1ePMAjzicgc5q72koPSOQjDkYku29pLTrraRKrwzN836dKLFlBcysqYeG1U6YzkUB34lZDHLzGNUJ7dvXb5AAAAAElFTkSuQmCC), which is in ![\Theta(n \log n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFMAAAAVBAMAAADInc9CAAAAMFBMVEX///8wMDAWFhaenp4EBASKiooiIiLm5uYMDAx0dHS2trZAQEBiYmJQUFDMzMwAAACTugAgAAAAAXRSTlMAQObYZgAAAd9JREFUKBWdkj9IHEEUxr+9u/Vu9/b+QMBgEbALhEAUK0F0G1EIJtdYCIrXWBoXAp5WZycKhrXyb8iSIghCspBCEBI3tSc5UsTmhCUETSPZxggWnt/s3Y2HiEKmmO97b34zzJs3wH8Mw79r07pYTB8d7AodFpMYemuuZppnxWK06mO6zB1ZufLbllYasawOMBwCFEemE7egeAAUPSLvfEQkiVvRTuC7TybjYuMeNANMzRYKr9+bmOBdvqlrD7mDp56uHQIb+yOfgdHsyLIFRDowWKxWqx8CPAG02C4ehaj+GH8sdU43PwL2c0cpsxYbg0ZXV/dxAFbXW8xhMkR5ruK2uDgDoidnaCGaKuMZ1xAxEVD6gH5Kwv7kQzOTeYEiGiCWAwy3XlYW58z+RFpIwh4neq4PqHOMUnn8tUI0fKxxBy+YfYpUOyU81Qj0t5sMEPHwg5L0oIkWLAGLlAtSnkBjvGtW85niQzpYMFgWL1FvbFt4q8yJLdDoPLYs9WtBoCzgcpZJh83/En4XtkBzkSrxu+wtYbu0A7ys/vP5ukDFI8pd9THTMFKnnfipKaMx6ZDsuPY1J1r9RiZfSYd4/trX3C8L0fZGUncbjtrT5EObrpQqMqdIR6P6zdFNvwJcASwEf7VK9Ay+AAAAAElFTkSuQmCC).[[4]](http://en.wikipedia.org/wiki/Timsort#cite_note-python_timsort-4)

The following table compares the time complexity of timsort with other comparison sorts.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | **Timsort** | [**Merge sort**](http://en.wikipedia.org/wiki/Merge_sort) | [**Quicksort**](http://en.wikipedia.org/wiki/Quicksort) | [**Insertion sort**](http://en.wikipedia.org/wiki/Insertion_sort) | [**Selection sort**](http://en.wikipedia.org/wiki/Selection_sort) | [**Smoothsort**](http://en.wikipedia.org/wiki/Smoothsort) |
| **Best Case** | \Theta(n) | \Theta(n \log n) | \Theta(n \log n) | \Theta(n) | \Theta(n^2) | \Theta(n) |
| **Average Case** | \Theta(n \log n) | \Theta(n \log n) | \Theta(n \log n) | \Theta(n^2) | \Theta(n^2) | \Theta(n \log n) |
| **Worst Case** | \Theta(n \log n) | \Theta(n \log n) | \Theta(n^2) | \Theta(n^2) | \Theta(n^2) | \Theta(n \log n) |

The following table provides a comparison of the space complexities of the various sorting techniques. Note that for merge sort, the *worst case* space complexity is usually ![O(n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAAAVBAMAAADCwWEQAAAAMFBMVEX///8WFhaKioowMDB0dHQMDAzMzMwEBAS2trYiIiLm5uZAQEBiYmJQUFCenp4AAAB4JSoOAAAAAXRSTlMAQObYZgAAARpJREFUGBlFjjFLw1AURg9tmsbGNh0dHDqIc3FwETG7gquLEH9BM4g4SZwdKoqLgwRERCcHJ1EIdLOtm4OI4B8QO4mKg99LeemFd+8534P7HkwqHWNtkojq0VidJJ8fg9dU8JSL2p2BqwxvF9y2Tc8F7p7aM0xFNvXf4TKTdRO2bIh3CCfGOiHDIiXG+zPWzTiCUq+0dio7o/xr0vUWO+BUF3mQ3VONTbqSotv5oMWS7I1Aq6n9wAjST9iW9gnaGvWvPOUF1yzsU2lqdDLMBmapN1OzwZHVNpVs6HxTCTO4hWPYD5UsQGNEcC2e0XeWh48KWRW28QfC2Pi4LizQuCkQP7FcjizpSfPFvA4smDlnpbg2gZOoqaZT/gG+zjylAiFq3wAAAABJRU5ErkJggg==).

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | **Timsort** | [**Merge sort**](http://en.wikipedia.org/wiki/Merge_sort) | [**Quicksort**](http://en.wikipedia.org/wiki/Quicksort) | [**Insertion sort**](http://en.wikipedia.org/wiki/Insertion_sort) | [**Selection sort**](http://en.wikipedia.org/wiki/Selection_sort) | [**Smoothsort**](http://en.wikipedia.org/wiki/Smoothsort) |
| **Space Complexity** | O(n) | O(n) | O(\log n) | O(1) | O(1) | O(1) |

Note, however, that the space complexity of both Timsort and merge sort can be reduced to ![\log n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACkAAAASBAMAAAA08+qrAAAAMFBMVEX///8WFhaenp5iYmJQUFBAQEDMzMwMDAx0dHQEBATm5uaKiooiIiIwMDC2trYAAABTeDHwAAAAAXRSTlMAQObYZgAAAOFJREFUGBljeHuaAQvgmoFFkIGhggqifB4mCxg4gqN7FRgYNl/YYbMAaGYFgyIDVxXDRobMdQkMDA1zE1gdwKKzGRhiGY4y8DcwMHAn/GbgDQCJMn1jYOhnOMvAv4GBgYvpAwMnUJahguMXUDTh5QJ1IIeB5QBD/gKQKETtCwsrkCijAYMjF0iUAWhuDANYjIGB/wFDBTNYdCMDWxlDy6oFQA6DPgPDrxUMDKnfHZiCTRMYVv7/LwcU7WVgCDYASYMB1zkGNksYB05zODAwsCfAuVAGWxUDw0N0QaD5ziYI8wBdWTUjvIr0eAAAAABJRU5ErkJggg==)at the cost of speed (see in-place merge sort).

# 20. Tournament sort

|  |  |
| --- | --- |
| Tournament sort | |
| **Class** | [Sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm) |
| **Data structure** | [Array](http://en.wikipedia.org/wiki/Array_data_structure) |
| [**Worst case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(*n* log *n*) |
| [**Average case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(*n* log *n*) |

|  |  |
| --- | --- |
|  |  |

**Tournament sort** is a [sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm). It improves upon the naive [selection sort](http://en.wikipedia.org/wiki/Selection_sort) by using a [priority queue](http://en.wikipedia.org/wiki/Priority_queue) to find the next element in the sort. In the naive selection sort, it takes O(*n*) operations to select the next element of *n* elements; in a tournament sort, it takes O(log *n*) operations (after building the initial tournament in O(*n*)). Tournament sort is a variation of [heapsort](http://en.wikipedia.org/wiki/Heapsort).

## Common application

Tournament replacement selection sorts are used to gather the initial runs for external sorting algorithms. Conceptually, an external file is read and its elements are pushed into the priority queue until the queue is full. Then the minimum element is pulled from the queue and written as part of the first run. The next input element is read and pushed into the queue, and the min is selected again and added to the run. There's a small trick that if the new element being pushed into the queue is less than the last element added to the run, then the element's sort value is increased so it will be part of the next run. On average, a run will be 100% longer than the capacity of the priority queue[[1]](http://en.wikipedia.org/wiki/Tournament_sort" \l "cite_note-0).

Tournament sorts may also be used in N-way merges.

## The tournament

The name comes from its similarity to a [single-elimination tournament](http://en.wikipedia.org/wiki/Single-elimination_tournament) where there are many players (or teams) that play in two-sided matches. Each match compares the players, and the winning player is promoted to play at match at the next level up. The hierarchy continues until the final match determines the ultimate winner. The tournament determines the best player, but the player who was beaten in the final match may not be the second best—he may be inferior to other players the winner bested.

# 21. Tree sort

|  |  |
| --- | --- |
| Tree sort | |
| **Class** | [Sorting algorithm](http://en.wikipedia.org/wiki/Sorting_algorithm) |
| **Data structure** | [Array](http://en.wikipedia.org/wiki/Array_data_structure) |
| [**Worst case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(*n*2) (unbalanced)  O(*n* log *n*) (balanced) |
| [**Best case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(*n*) |
| [**Average case performance**](http://en.wikipedia.org/wiki/Best,_worst_and_average_case) | O(*n* log *n*) |

A **tree sort** is a [sort algorithm](http://en.wikipedia.org/wiki/Sort_algorithm) that builds a [binary search tree](http://en.wikipedia.org/wiki/Binary_search_tree) from the keys to be sorted, and then traverses the tree ([in-order](http://en.wikipedia.org/wiki/Tree_traversal)) so that the keys come out in sorted order. Its typical use is when sorting the elements of a stream from a file. Several other sorts would have to load the elements to a temporary data structure, whereas in a tree sort the act of loading the input into a data structure is sorting it.

## Efficiency

Adding one item to a binary search tree is on average an O(log(n)) process, so adding n items is an O(n log(n)) process, making tree sort a so-called 'fast sort'. But adding an item to an unbalanced binary tree needs [O](http://en.wikipedia.org/wiki/Big_O_notation)(*n*) time in the worst-case, when the tree resembles a [linked list](http://en.wikipedia.org/wiki/Linked_list) ([degenerate tree](http://en.wikipedia.org/wiki/Binary_Tree#Types_of_binary_trees)), causing a worst case of O(n2) for this sorting algorithm. The worst case scenario then is triggered by handing a Tree Sort algorithm an already sorted set. This would make the time needed to insert all elements into the binary tree O(n2). The dominant process in the Tree Sort algorithm is the "insertion" into the binary tree, assuming that the time needed for retrieval is O(n).

The worst-case behaviour can be improved upon by using a [self-balancing binary search tree](http://en.wikipedia.org/wiki/Self-balancing_binary_search_tree). Using such a tree, the algorithm has an O(n log(n)) worst-case performance, thus being degree-optimal.

## Example

In a simple [functional programming](http://en.wikipedia.org/wiki/Functional_programming) form, the algorithm (in [Haskell](http://en.wikipedia.org/wiki/Haskell_%28programming_language%29)) would look something like this:

data Tree a = Leaf | Node (Tree a) a (Tree a)

insert :: Ord a => a -> Tree a -> Tree a

insert x Leaf = Node Leaf x Leaf

insert x (Node t y t') | x <= y = Node (insert x t) y t'

insert x (Node t y t') | x > y = Node t y (insert x t')

flatten :: Tree a -> [a]

flatten Leaf = []

flatten (Node t x t') = flatten t ++ [x] ++ flatten t'

treesort :: Ord a => [a] -> [a]

treesort = flatten . foldr insert Leaf

Mind that in the above example, both the insertion algorithm and the retrieval algorithm have O(n2) worst case scenarios.